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Preface

The present manuscript gives an account of the research undertaken from January 1st, 2019,

to July 31st, 2022, under the supervision of Ben Andrews and Gang Tian. Outside of the

Ph.D. requirement, the purpose of the present thesis is to provide (at least the author) with

a useful reference on the curvature aspects of Hermitian manifolds. At the time of writing

this, many texts exist concerning the geometry of Kähler manifolds, but not many of them

have considered the general Hermitian category. The best reference at present appears to

be Zheng’s Complex Differential Geometry [336], but the focus of this beautiful book is also

not on Hermitian manifolds.

In many respects, Hermitian (non-Kähler) differential geometry remains in its infancy. The

presence of torsion in the natural connections which reside on the tangent bundle of a non-

Kähler Hermitian manifold renders the subject formidable to outsiders, and this is undoubt-

edly exacerbated by the absence of books on the subject.

The guiding narrative behind this thesis is to understand how the curvature of Hermitian

metrics, which reside on a complex manifold, influences the complex geometry. The primary

example of this type of investigation is in understanding when a sign on some curvature of a

Hermitian metric forces the manifold to be a known class (e.g., Kobayashi hyperbolic, Brody

hyperbolic, Oka, homogeneous, etc.). This is the reason for titling the manuscript Complex

Manifolds of Hyperbolic and Non-Hyperbolic-Type.

One of the central tools in studying hyperbolicity (and non-hyperbolicity) utilizing the curva-

ture of Hermitian metrics is the Schwarz lemma (sometimes called the Yau–Schwarz lemma or

Ahlfors–Schwarz lemma in this context). The new results established by the author primarily

concern refinements and improvements on the Schwarz lemma (exhibited in §2.5 and §2.6),

which appear in [52, 53]. However, a better understanding of the Schwarz lemma (especially

in the Hermitian category) requires an improved understanding of the holomorphic sectional

curvature and Ricci curvature of a Hermitian metric. This, in turn, furnished some of the

results in §2.3 and §2.4, which appear in [60, 61, 62, 63, 55, 54, 56].

Novel contributions. Throughout January 1st, 2019, and July 31st, 2022, the author,

together with his collaborators, produced (or is currently in the process of preparing) [50,

51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64]. The present version of the

manuscript omits [50, 51, 59, 63] because these results deviate from the central narrative.
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viii PREFACE

Not all results of the remaining papers are included either; the main factor in this is time.

For instance, the present manuscript only begins to glimpse the results appearing in [60, 61].

A more precise list of novel contributions that appear in the present manuscript are:

Chapters 1–8 do not contain novel results, but the selection of examples, results, and ideas, are

very difficult to find in the literature. For instance, the Brauer group is discussed in Chapters

4.6–4.7, a topic that is almost absent from the literature (particularly for general complex

manifolds). Similar remarks can be made for the discussion of Calibrated manifolds (Chapter

5.6), the Fino–Vezzoni conjecture (Chapter 5.8), Hironaka’s example (Chapter 5.10), and the

Chiose, Biswas–McKay Theorems (Chapter 5.14). The link between Calibrated manifolds

and the holomorphic bisectional curvature, together with the paradigm exhibited in Chapter

11.6 is new, despite no results of Chapter 11.6 being new.

The exposition of the Gauduchon connections that appears in Chapter 9.9 is novel, since

the existing references on the Gauduchon connections either omit the details entirely or are,

at best, unenlightening. This also appears to be one of the only modern references where

the Ehresmann–Libermann plane is mentioned (see Definition 9.9.3). This exposition on the

Gauduchon connections can also be found in [60].

The following results concerning the Gauduchon Ricci curvatures are novel, and appear in

[60]: Corollary 10.4.5, Corollary 10.4.7, Corollary 10.4.8, Corollary 10.4.9, Corollary 10.4.10,

Corollary 10.4.11, Corollary 10.4.12, Proposition 10.4.14, Theorem 10.4.19, Theorem 10.4.28,

Corollary 10.5.2, Corollary 10.5.3.

The ‘altered’ terminology that appears in Definition 10.5.1, Definition 11.0.2, Definition

12.3.1, Definition 12.11.2, I introduced in a joint work with Kai Tang [63]. The results of

Chapter 11.14 and Chapter 11.15 come from my systematic investigation of natural ‘altered’

variants of existing curvature conditions that appears in my joint work with Kai Tang [63].

Specifically, the following results are novel: Theorem 12.2.11, Corollary 12.2.13, Corollary

12.2.14, Proposition 12.3.3, Proposition 12.3.4, Theorem 12.4.1, Corollary 12.4.2, Corollary

12.4.3, Proposition 12.11.6, and Theorem 12.11.7.

Proposition 11.1.1, Corollary 11.1.2, and Proposition 11.1.4, concerning the Gauduchon Bi-

sectional Curvature are novel, and appear in [60].

Theorem 11.5.1 is well-known, but the proof is nowhere to be found in the literature. In

speaking with experts, it appeared that the proof was also not well-known.

The results of Chapter 11.13 come from the papers [54, 55, 56]. In particular, I introduced

the notion of ‘Perron weights’ in these papers and elucidates the nature of the quadratic

orthogonal bisectional curvature, and its relation to the real bisectional curvature in these

papers.
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I introduced the notion of the ‘Schwarz bisectional curvature’, Definition 13.9.1, in my

Schwarz lemma papers [52, 53]. As a consequence, Theorem 13.10.1, Theorem 13.10.2,

Corollary 13.11.1, and Corollary 13.12.1 are novel, and appear in [52].

I introduced the notion of the ‘CR–torsion’, Definition 13.14.1, and the notion of ‘partially

Kähler-like’ metrics, Definition 13.5.1, in my joint work with James Stanfield [61]. This was

an instrumental tool in establishing the results that appear in [61] and are exhibited in the

present manuscript as Theorem 13.15.1, Theorem 13.16.1, Theorem 13.17.1, Theorem 13.17.3,

Proposition 13.17.3, Theorem 13.17.5, Theorem 13.18.1, Theorem 13.19.1, Theorem 13.19.3,

Theorem 13.20.1, Theorem 13.20.2, Theorem 13.1.1, Proposition 13.6.1, and Theorem 13.7.1.

Sections 13.28–13.33 are borrowed from my survey article on the Schwarz lemma [53].

The various Wu–Yau theorems and applications to the Kobayashi conjecture that appear

in Theorem 14.3.4, Corollary 14.5.3, Lemma 14.6.1, Theorem 15.8.1, Theorem 15.11.1, The-

orem 15.12.1, Theorem 15.13.1, are new, and will appear in [61]. The conjectural picture

concerning the positive analog of the Wu–Yau theorem is my own conjecture, and does not

presently exist in the literature, only in talks and in the present manuscript.

Remarks on the Exposition. Our exposition borrows from a number of places: For the

geometry of smooth manifolds [10, 42, 119, 239, 268, 340]. The theory of complex mani-

folds is borrowed from [21, 30, 141, 144, 145, 149, 158, 176, 198, 224, 272, 286, 307,

311, 336]. Sheaf theory is referenced from [49, 144, 145, 159].

Throughout the manuscript, we have included a number of questions. These are not to be

interpreted as exercises or difficult open problems. To the author’s knowledge, the questions

posed throughout the text are open and act as both a prompt to the author and the reader

to address these gaps in the literature. Communication1 of the answers to these questions is

warmly encouraged, together with comments, feedback, and any suggested questions.

1Email: kyle.broder@anu.edu.au
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Introduction



A complex manifold is a space that is locally modeled on Cn by maps that preserve the

complex-analytic data. Such objects are significantly more rigid than their smooth, real

counterparts. The most notable example of this is the failure of the holomorphic analog

of the Whitney embedding theorem: If X is a compact complex manifold, then there is

no holomorphic embedding X ↪→ Cn, for any n ∈ N, unless X is a point. Indeed, if such

an embedding exists, the coordinate functions on Cn restrict to holomorphic functions on a

compact set. Hence, these functions must be constant by the maximum (modulus) principle.

One of the primary aims of complex geometry is to understand and classify all possible

phenotypes that complex manifolds may realize. A particularly beautiful aspect of complex

manifolds is that they lie at the intersection of a great number of fields, and these different

fields have approached the problem of classification from different perspectives. A natural

approach to studying the geometry of a complex manifold X is given by looking at the

holomorphic functions f : X → C which emanate from it. For instance, Stein manifolds

[144], the manifolds which admit holomorphic embeddings into some CN are intuitively

described as the class of complex manifolds with an abundance of holomorphic functions

[198].

Of course, this method of investigation is useless if X is compact, as we saw before. In

algebraic geometry, the natural way of rectifying this austerity of holomorphic functions is

to interpret holomorphic functions as holomorphic sections of the trivial line bundle C→ X.

Hence, one could instead study complex manifolds by considering holomorphic sections of line

bundles L→ X. There is only one God-given line bundle intrinsic to any complex manifold,

namely, the canonical bundle KX – the top exterior power of the cotangent bundle2. If X is

a complex manifold of (complex) dimension n, the sections of KX are locally described by

f(z)dz1 ∧ · · · ∧ dzn,

where (z1, ..., zn) are local holomorphic coordinates, and f is a (locally-defined) holomorphic

function on X.

The abundance or austerity of holomorphic functions is, therefore, naturally replaced by

looking at the ‘amount of sections’ of KX . This can be made very precise: Declare a line

bundle L→ X to be ample if the sections of a suitable large multiple L⊗k (for k ∈ N) furnish

a holomorphic embedding Φ : X −→ PNk . For compact Riemann surfaces (i.e., complex

manifolds of (complex) dimension 1)3, the ampleness of KX (in dimension 1, the canonical

2This is a less-famous, but still well-known, naturally occurring line bundle on a complex manifold. If X

is a complex manifold with tangent bundle T 1,0X, then the projectivization P(T 1,0X) supports a hyperplane

bundle OP(T1,0X)(1).
3In algebraic geometry, these objects are sometimes called curves. This terminology, however, may

be reserved for (compact) Riemann surfaces endowed with an embedding into some projective space, or

equivalently, a compact Riemann surface endowed with a polarization.
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bundle KX is just the cotangent bundle Ω1,0
X ) is intimately related to the topological genus

g := 1
2b1(X). That is if we let X be a compact Riemann surface of genus g, the canonical

bundle KX is ample for g ≥ 2, trivial for g = 1, and g = 0, the dual of the canonical bundle

(namely, the anti-canonical bundle K−1
X ) is ample4.

KX

ample

KX

trivial

K−1
X

ample

In complex analysis, holomorphic functionsX → C are replaced by holomorphic maps C→ X

(i.e., entire curves). Or more generally, holomorphic maps S → X from a complex manifold

to X. In this context, we do not think of C as a trivial line bundle but think of C as a Stein

manifold (or more generally, a Stein space). Then look at holomorphic maps S → X from a

Stein manifold S into X.

This observation leads to a paradigm that splits into four distinct categories: The complex

manifolds X for which5

(i) holomorphic functions are abundant X → C;

(ii) there are no holomorphic maps C→ X;

(iii) there is an abundance of holomorphic maps S → X from a Stein manifold S;

(iv) there are no holomorphic functions X → C.

In practice, this paradigm degenerates into a trichotomy, since class (iv) appears to be far

too large to form any meaningful structure (all compact complex manifolds are contained

in class (iv), for instance). As we have remarked already, the complex manifolds in class

(i) are the Stein manifolds. The complex manifolds of class (iii) have been the subject of

tremendous interest recently, with the leading candidates being Forstnerič’s Oka manifolds

and Campana’s special manifolds. The complex manifolds in class (ii) are said to be Brody

hyperbolic, and this class of manifolds will be a central focus of the present manuscript.

When X is compact, Brody hyperbolicity coincides with the complex-geometric notion of

hyperbolicity introduced by Kobayashi [194]. We remind ourselves that the foundational

model for hyperbolicity is the unit disk D ⊂ C. The unit disk supports the Poincaré distance

function dρ : D × D → R that is invariant under the automorphism group of D and by

the classical Schwarz lemma, is distance-decreasing with respect to holomorphic maps: If

f : D → D is a holomorphic map, then dρ(f(p), f(q)) ≤ dρ(p, q) for all p, q ∈ D. Such a

4This is sometimes referred to as KX being ‘anti-ample’.
5in the following list, holomorphic function is understood to mean non-constant holomorphic function.
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structure, generalizing the Poincaré distance on D was discovered by Kobayashi to exist on

any complex manifold. Let X be a complex manifold. Define the Kobayashi pseudo-distance

dX : X ×X → R by the formula:

dX(p, q) := inf
(sk,tk,fk)

m∑
k=1

dρ(sk, tk),

where the infimum is taken over all m ∈ N, all pairs of points (sk, tk) ∈ D × D, and all

collections of holomorphic maps fk : D → X, where 1 ≤ k ≤ m, such that f1(s1) = p,

fm(tm) = q, and fk(tk) = fk+1(sk+1) for 1 ≤ k ≤ m− 1.

p

q

D

X

The Kobayashi pseudo-distance, like the Poincaré distance, is invariant under the automor-

phism group, and distance-decreasing with respect to holomorphic maps. In particular, if

f : X → Y is a holomorphic map, then f∗dY ≤ dX .

For a general complex manifold X, the above formula does not define an honest distance

function, it may fail to be non-degenerate (i.e., dX(p, q) = 0 may fail to imply that p = q).

For instance, ifX = C, the Kobayashi pseudo-distance vanishes identically: dX = dC ≡ 0. We

declare that a complex manifold X is Kobayashi hyperbolic if the Kobayashi pseudo-distance

dX is non-degenerate, i.e., dX defines an honest distance function.

In general, Kobayashi hyperbolicity is stronger than Brody hyperbolicity. This is easy to see:

Suppose f : C → X is a non-constant holomorphic map, then by the distance-decreasing

property of the Kobayashi pseudo-distance, f∗dX ≤ dC ≡ 0. Brody’s theorem [65] asserts

that for compact complex manifolds, however, the notions are equivalent.

The classification schemes of algebraic geometry and complex analysis both have their ad-

vantages and drawbacks. Both schools have erected and furnished a significant amount of

machinery for studying such manifolds, and there has been extensive effort aiming to bridge

these worlds. We also hope for a robust method of classification and techniques that can
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be used and applied to obtain and check examples. One of the most successful techniques

of this type has been to attach smooth (and hence, more flexible) objects to the complex

manifold, which preserves the (more rigid) complex-analytic structure—the primary example

of this being a Hermitian metric. From the additional metric structure, one can look at its

curvature and related invariants as a mode of inquiry into the underlying geometry.

The Newlander–Nirenberg theorem [230] states that the complex-analytic structure X of

a complex manifold is encoded in an (integrable) endomorphism J : TX → TX satisfying

J2 = −id (as a morphism of bundles). Let g be a Hermitian metric on X in the sense

that g(Ju, Jv) = g(u, v) for all u, v ∈ TX. Highschool linear algebra tells us that the

endomorphism J induces an embedding of the space of quadratic forms into the space of

2–forms via the map

g(·, ·) 7→ ωg(·, ·) := g(J ·, ·).
Since an arbitrary Hermitian metric can be quite unwieldy, in general, it is common to afford

oneself additional structure on the metric. The most notable success in this direction is our

understanding of Hermitian metrics for which the 2–form ωg is closed. These metrics were

introduced by Schouten [258] and Kähler [181], and now bear the name Kähler metrics.

If ωg is a Kähler metric, the Levi-Civita connection ∇ associated with the underlying Rie-

mannian metric g (defined by metric compatibility ∇g = 0 and vanishing torsion) preserves

the complex structure J in the sense that ∇J = 0. Connections that preserve both the metric

and the complex structure are said to Hermitian6.

From the Levi-Civita connection, we may produce the second-order invariant: the curvature

tensor R, which acts on tangent vectors u, v, w, z ∈ TX via the formula

R(u, v, w, z) := g(∇u∇vw −∇v∇uw −∇[u,v]w, z). (0.0.1)

If we complexify the tangent bundle TCX := TX⊗RC, since the complex structure J satisfies

J2 = −id, we recover an eigenbundle splitting TCX ' T 1,0X ⊕ T 0,1X, where T 1,0X is the

bundle of (1, 0)–tangent vectors spanned by tangent vectors of the form u(1,0) = u−
√
−1Ju

and T 0,1X is the bundle of (0, 1)–tangent vectors spanned by tangent vectors of the form

u(0,1) = u +
√
−1Ju. Complex conjugation inverts T 1,0X and T 0,1X. The only non-trivial

components of the curvature tensor (0.0.1) when expressed in terms of (1, 0)–tangent vectors

are those of the form R(α, β, γ, δ). If {eα} denotes a unitary frame with respect to ωg, then

the contraction

Ricω(u, v) :=
∑
α

R(u, v, eα, eα)

defines the Ricci curvature of ω. By the work of Kodaira, Chern, and Weil, a sign on the Ricci

curvature can be used to equivalently describe the ampleness of the canonical bundle. In more

detail, a Kähler manifold (X,ω) with Ricω < 0 has ample canonical bundle; Ricω = 0 has

6Hence, summarizing the previous two sentences, the Levi-Civita of a Kähler metric is Hermitian.
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holomorphically torsion canonical bundle (i.e., some tensor power of KX is holomorphically

trivial); Ricω > 0 has ample anti-canonical bundle. Conversely, by Yau’s solution of the

Calabi conjecture [71, 329], a compact Kähler manifold with ample canonical bundle has a

Kähler metric with Ric < 0; holomorphically torsion canonical bundle has a Kähler metric

with Ric = 0, and ample anti-canonical bundle has a Kähler metric with Ric > 0. This

provides further evidence for the ampleness of the canonical bundle providing a suitable

candidate for an algebro-geometric notion of hyperbolicity.

There is a cousin to the Ricci curvature in the Hermitian category which has no presence in

Riemannian geometry. The holomorphic sectional curvature HSCω is the restriction of the

sectional curvature to 2–planes that are invariant under the complex structure. In a local

unitary frame, given a (1, 0)–tangent vector v, the holomorphic sectional curvature is given

by

HSCω(v) :=
1

|v|4ω

n∑
i,j,k,`=1

Rijk`vivjvkv`.

The classical Ahlfors’ Schwarz lemma [2] informs us that a Hermitian manifold (X,ω) with

HSCω ≤ −κ < 0 is Brody hyperbolic. This observation goes back to Grauert–Reckziegel

[143]. In particular, by Brody’s theorem [65], if X is compact, X is Kobayashi hyperbolic.

The converse was a long-standing folklore conjecture:

Conjecture I.1. A compact Kobayashi hyperbolic manifold admits a Hermitian metric of

negative (Chern) holomorphic sectional curvature.

There is a large amount of evidence for the conjecture: Grauert–Reckziegel [143] produced

a Hermitian metric of negative holomorphic sectional curvature in a neighborhood of a fiber

of an analytic family of compact Riemann surfaces of genus g ≥ 2 over a Riemann surface.

This local (in a neighborhood of a fiber) construction was extended to all dimensions by

Cowen [103]. The first global construction7 was due to Cheung [98, 99]: The total space of

a holomorphic submersion f : X → Y from a compact complex manifold X into a Hermitian

manifold (Y, ωh) with cHSCωh ≤ −κ < 0 such that there is a smooth family of Hermitian

metrics ωy with cHSCωy ≤ −κy < 0 on the fibers f−1(y), y ∈ Y , has a Hermitian metric of

negative (Chern) holomorphic sectional curvature. See [83] for results in the positive holo-

morphic sectional curvature direction.

Despite the growing evidence for this conjecture, Demailly [109] constructed a counterexam-

ple to Conjecture I.1 by producing a compact projective Kobayashi hyperbolic surface with

7There was related works prior due to Deschamps-Martin [113] and Schneider [255] who showed that

the Kodaira surfaces of general type [196] have negative tangent bundle in the sense of Grauert.
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a fiber sufficiently singular that it violates his algebraic hyperbolicity criterion [109]:

Theorem I.2. (Demailly). Let (X,ω) be a compact Hermitian manifold with cHSCω ≤ κ0

for some κ0 ∈ R. If f : C→ X is a non-constant holomorphic map from a compact Riemann

surface C of genus g, then

2g − 2 ≥ −κ0

2π
degω(C)−

∑
p∈C

(mp − 1).

In particular, the negativity of the (Chern) holomorphic sectional curvature does not char-

acterize (compact, or even projective) Kobayashi hyperbolic manifolds8.

An important conjecture concerning the relationship between hyperbolicity in complex anal-

ysis (i.e., Kobayashi hyperbolicity) and hyperbolicity in algebraic geometry (i.e., ampleness

of the canonical bundle) is the (following extension of the) Kobayashi conjecture9:

Conjecture I.3. A compact Kobayashi hyperbolic manifold has ample canonical bundle.

An important corollary of Conjecture I.3 is the bold assertion that there are no compact non-

projective Kobayashi hyperbolic manifolds. Conjecture I.3 remains open in every (complex)

dimension > 1 but has been verified in a significant number of cases (see Chapter 14). Since

the assumption of Kobayashi hyperbolicity can be difficult to work with without additional

structure, it has been tremendously fruitful to consider the following ‘metric version’ of Con-

jecture I.3, which we refer to as the Hermitian Wu–Yau conjecture:10

Conjecture I.4. A compact Hermitian manifold with a Hermitian metric of negative

(Chern) holomorphic sectional curvature has ample canonical bundle.

8It remains open as to whether there is a curvature characterization of Kobayashi hyperbolic manifolds.

The leading candidate is Demailly’s jet curvature (see [109]). On the other hand, Theorem I.2 indicates

that the singularity of the pair (X,∆), where ∆ is the singular fiber, plays a role in the obstruction to

the existence of a Hermitian metric with negative holomorphic sectional curvature. At present, Demailly’s

algebraic hyperbolicity criterion is the only known obstruction to the existence of a Hermitian metric with

negative holomorphic sectional curvature. It would be of tremendous interest to obtain further obstructions

or show that by restricting the singularities of the pairs, Kobayashi hyperbolic manifolds admit Hermitian

metrics with negative holomorphic sectional curvature.
9To the author’s knowledge, Kobayashi only conjectured this for projective Kobayashi hyperbolic mani-

folds [194]. This more general conjecture is folklore.
10This conjecture also appears to have no attribution outside of the present day folklore. For Kähler

metrics, the conjecture is attributed to Kobayashi and Yau.
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The above conjecture was verified for Kähler surfaces by Wong [313] and Campana [74]

using the classification theory of Enriques and Kodaira. The first significant leap forward

came from Heier–Lu–Wong [163] for projective threefolds. This was extended to projective

manifolds of any dimension by (Wong–)Wu–Yau [314, 315]. The projective assumption was

then dropped by Tosatti–Yang [298]. The Tosatti–Yang extension is typically what bears

the name of the Wu–Yau theorem:

Theorem I.5. (Wu–Yau theorem). A compact Kähler manifold with a Kähler metric of

negative holomorphic sectional curvature has ample canonical bundle.

The Wu–Yau theorem hinges upon the Schwarz lemma, i.e., an estimate on some Laplacian of

the energy density |∂f |2 of a holomorphic map. If f : (X,ωg)→ (Y, ωh) is a holomorphic map

between Hermitian manifolds, then |∂f |2 = trωg(f
∗ωh), and thus, a bound on |∂f |2 provides

the C2–estimate that is typically the bottleneck in the theory of complex Monge–Ampère

equations.

Since Ahlfors’ Schwarz lemma [2], there has been a rapid proliferation of Schwarz lemmas

([96, 212, 331, 15, 253, 90, 326], not mentioning the Schwarz lemmas that appear in

almost Hermitian geometry, pseudo-Hermitian geometry, or Sasaki geometry; see, e.g., [53]

for a survey).

Despite the ever-increasing number of Schwarz-type lemmas, only three phenotypes emerged:

(i) The Chern–Lu inequality which requires a lower bound on the Ricci curvature of

the source metric Ricωg ≥ −C and an upper bound on the holomorphic sectional

curvature11 of the target metric HSCωh ≤ κ.

(ii) The Aubin–Yau second-order estimate which requires a lower bound on the bisec-

tional curvature of the source metric HBCωg ≥ −C and an upper bound on the

Ricci curvature of the target metric Ricωh ≤ κ.

(iii) The Chen–Cheng–Lu Schwarz lemma requires a lower bound on the holomorphic

sectional curvature of the source metric HSCωg ≥ −C and an upper bound on the

holomorphic sectional curvature12 of the target metric HSCωh ≤ κ.

Rubinstein [254] unified (i) and (ii) in the Kähler setting, showing that the Chern–Lu and

Aubin–Yau inequalities differed only by what metric was chosen to trace with (the Chern–Lu

inequality uses the source metric, while the Aubin–Yau inequality uses the pullback of the

11The holomorphic sectional upper bound (at present) requires the target metric ωh to be Kähler, or

more generally, Kähler-like [320] in the sense that the (Chern) curvature tensor supports the symmetries of

the Kähler curvature tensor. For a general Hermitian metric, it is wide open as to whether the holomorphic

sectional curvature gives sufficient control.
12Again, this requires the metric to be Kähler(-like).
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target metric). No discussion of (iii) appears in [254], however, and given the assumptions

of the Chen–Cheng–Lu Schwarz lemma, it appeared to be of a very different nature.

The paradigm proposed in [52, 53] was that all Schwarz lemmas should be manifestations

of a more general Bochner formula. As we will see in Chapter 13, this Bochner paradigm

leads to a unification of all Schwarz lemmas (i), (ii), and (iii), for general Hermitian metrics.

This principle is not merely a philosophy, but has become an essential tool for the recent

developments that appear in [52, 53, 61] (see Chapter 13.18).

A second important aspect of the Hermitian Schwarz lemmas is the required curvature con-

straints on the source and target metrics. For the Hermitian Chern–Lu inequality, it was

observed by Yang–Zheng [326] that one requires a lower bound on the second Chern Ricci

curvature of the source metric and an upper bound on what they called the real bisectional

curvature of the target metric. The real bisectional curvature (see Definition 12.10.1) coin-

cides with the holomorphic sectional curvature if the metric is Kähler-like, but is, in general,

a stronger curvature constraint. Insight into the nature of the real bisectional curvature was

given in [52, 53], where it is viewed as a quadratic form-valued map on the unitary frame

bundle.

We note that the real bisectional curvature is not suitable for the Hermitian Aubin–Yau

inequality, however. Therefore, the author introduced the Schwarz bisectional curvature (see

Definition 13.9.1), which provides a natural analog of the real bisectional curvature.

The third essential aspect of the Hermitian Schwarz lemma concerns the assumptions on the

source metric. Recall that for a general Hermitian metric, the presence of torsion results in

the existence of four distinct Chern Ricci curvatures. The first Chern Ricci curvature is best

understood since it is given by (minus) the complex Hessian of the log of the volume form,

as in the Kähler setting. But the Ricci curvature that appears in the Hermitian Chern–Lu

inequality is the second Chern Ricci curvature, which is far from understood. In the present

manuscript, we introduce the natural class of partially Kähler-like metrics, generalizing the

Kähler-like metrics introduced in [320], defined by the requirement that the first and second

Chern Ricci curvatures coincide. Bearing these developments in mind, in Chapter 15.8, we

will prove the following Hermitian Wu–Yau theorem:

Theorem I.6. (Hermitian Wu–Yau theorem). Let (X,ωg) be a compact partially Kähler-

like Hermitian manifold with a Hermitian metric ωh such that cRBCωh < 0. Then KX is

ample, and hence, X is projective and canonically polarized.
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The removal of the ambient Kähler structure is non-trivial13 and requires a delicate applica-

tion of the theory of complex Monge–Ampère equations.

As we mentioned earlier, the Levi-Civita connection is not Hermitian for non-Kähler Hermit-

ian metrics and is naturally replaced by the Chern connection c∇. The Chern connection is

not alone, however, in providing a natural Hermitian connection. For instance, the restriction

of the complexified Levi-Civita connection to the (1, 0)–tangent bundle provides a natural

Hermitian connection – the Lichnerowicz connection l∇ [205]. The Strominger–Bismut con-

nection b∇, defined to be the unique Hermitian connection with totally skew-symmetric

torsion naturally arose in heterotic string theory [278] and index theory [31].

By analyzing the torsion of Hermitian connections, Gauduchon [140] discovered the existence

of a ‘canonical’ (real) one-dimensional line of Hermitian connections t∇, where t ∈ R, that

includes the Chern connection 1∇ = c∇, the Lichnerowicz connection 0∇ = l∇, and the

Strominger–Bismut connection −1∇ = b∇. Recent years have seen a valiant effort to extend

the results known for the Chern connection to all Gauduchon connections t∇.

In a joint work with James Stanfield [60], the author proved the following relations among

the Gauduchon Ricci curvatures:

Theorem I.7. Let (X,ω) be a Hermitian manifold. The Gauduchon–Ricci curvatures are

given by

tRic(1)
ω = cRic(1)

ω +
(t− 1)

2
(∂∂∗ω + ∂̄∂̄∗ω),

tRic(2)
ω = tcRic(2)

ω + (1− t)cRic(1)
ω +

(t− 1)

2
(∂∂∗ω + ∂̄∂̄∗ω) +

(1− t)2

4

(
cT♦ − cT ◦

)
,

tRic(3)
ω = tcRic(3)

ω +
(1− t)

2

(
cRic(1)

ω + cRic(2)
ω

)
− (1− t)2

4

(
cT♦ + cT♥

)
,

tRic(4)
ω = tcRic(4)

ω +
(1− t)

2

(
cRic(1)

ω + cRic(2)
ω

)
− (1− t)2

4

(
cT♦ + cT♥

)
,

where cT♦, cT♥, and cT ◦ are particular quadratic expressions in the torsion of the Chern

connection (see 10.4.6 for the details of this notation).

A striking feature of the above theorem is that many of the results that were previously

thought to be a property of the Lichnerowicz Ricci curvature (corresponding to Gauduchon

parameter t = 0) hold for all Gauduchon connections. For instance, we have the following

extension of [209, Theorem 3.14]:

13See, e.g., the talk I gave in March of 2022 (available here) with the sole focus of illustrating the difficulty

(and seeming futility) of removing the assumption of an ambient Kähler structure.

https://www.youtube.com/watch?v=c64ueTyZu40&t=0s


xxix

Proposition I.8. Let (X,ω) be a Hermitian manifold. The first Gauduchon–Ricci form
tRic

(1)
ω represents the first Aeppli Chern class cAC

1 (K−1
X ) ∈ H1,1

A (X) for all t ∈ R. Moreover,

(i) tRic
(1)
ω is d–closed if and only if ∂∂̄∂̄∗ω = 0.

(ii) If ∂̄∂∗ω, then tRic
(1)
ω represents the c1(K−1

X ) ∈ H2
DR(X,R), i.e., c1(K−1

X ) = cAC
1 (K−1

X ).

(iii) If ω is conformally balanced, then tRic
(1)
ω represents c1(K−1

X ) ∈ H1,1

∂̄
(X) and also

the first Bott–Chern class cBC
1 (K−1

X ) ∈ H1,1
BC(X).

(iv) tRic
(1)
ω = sRic

(1)
ω for t 6= s if and only if ω is balanced.

We are also able to extend the constructions in [209, 210, 161] (for the first Lichnerowicz–

Ricci curvature) to produce first t–Gauduchon Ricci-flat metrics on Hopf manifolds for all

t < 1:

Theorem I.9. Let X := S2n−1 × S1 denote the Hopf manifold. For any t ∈ (−∞, 1), there

is a Hermitian metric ω on X such that

tRic(1)
ω = 0.

In particular, the Hopf manifolds support first Bismut Ricci-flat metrics, first Hermitian con-

formal Ricci-flat metrics, first Minimal Ricci-flat metrics, and first Lichnerowicz Ricci-flat

metrics.

Note that since the first Bott–Chern class cBC
1 (K−1

X ) 6= 0, the Hopf manifolds do not admit

first Chern–Ricci-flat metrics (corresponding to Gauduchon parameter t = 1). Correa [102]

extended the Liu–Yang construction [209], producing first Lichnerowicz–Ricci-flat metrics on

the suspension of a compact Sasaki–Einstein manifold. We extend Correa’s result, obtaining

the following:

Theorem I.10. Let (Q, ηQ) be a compact Sasaki–Einstein manifold. Let Φ : Q → Q be a

Sasaki automorphism and κ > 0 a positive constant. Then the suspension ΣΦ,κ(Q) admits a

Hermitian metric ω such that

tRic(1)
ω = 0

for all t ∈ (−∞, 1). In particular, ΣΦ,κ(Q) supports first Bismut Ricci-flat metrics, first Her-

mitian conformal Ricci-flat metrics, first Minimal Ricci-flat metrics, and first Lichnerowicz

Ricci-flat metrics.

This produces an abundance of examples of manifolds that support first t–Gauduchon Ricci-

flat metrics for t ∈ (−∞, 1). For instance, first t–Gauduchon Ricci-flat metrics (for t < 1)
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exist on the suspension ΣΦ,κ(Q), where (Q, ηQ) is a compact Sasaki manifold of (real) dimen-

sion 3; on a compact Hermitian Weyl–Einstein manifolds (in particular, locally conformally

hyperKähler manifolds); Λ × S1, where Λ be an odd-dimensional homotopy sphere which

bounds a parallelizable manifold.

One of the most striking results that we discovered in [60] was the following monotonicity

theorem for the Gauduchon holomorphic sectional curvature:

Theorem I.11. Let (X,ω) be a Hermitian manifold. For any local unitary frame, the

Gauduchon altered holomorphic sectional curvature is given by

tH̃SCω = cH̃SCω −
(t− 1)2

4|λ|2ω

∑
i,k,q

(
cT iiq

cT kkq + cT kiq
cT ikq

)
λiλk, (0.0.2)

where cT is the torsion of the Chern connection, and λ = (λ1, ..., λn) ∈ Rn\{0}. In particular,
tH̃SCω ≤ cH̃SCω for all t ∈ R and equality holds if and only if t = 1 or the metric is Kähler.

Moreover,

(i) if cHSCω ≤ 0, then tHSCω ≤ 0 for all t ∈ R.

(ii) if tHSCω > 0 for some t ∈ R, then cHSCω > 0.

In particular, negative (respectively, positive) Chern holomorphic sectional curvature is the

strongest (respectively, weakest) condition on the Gauduchon holomorphic sectional curva-

tures.

In (0.0.2), tH̃SCω denotes the (t–Gauduchon) altered holomorphic sectional curvature that

was defined in a joint work with Kai Tang [63] (although it does appear implicitly much

earlier, see, for instance, [326]):

tH̃SCω : FX × Rn\{0} → R, tH̃SCω(v) :=
1

|v|2ω

∑
α,γ

(
tRαᾱγγ̄ + tRαγ̄γᾱ

)
vαvγ ,

where FX denotes the unitary frame bundle and v = (v1, ..., vn) ∈ Rn\{0}.
The altered holomorphic sectional curvature tH̃SC is comparable to the familiar holomorphic

sectional curvature tHSC in the sense that they always have the same sign. The altered

holomorphic sectional curvature provides an interpretation of the familiar holomorphic sec-

tional curvature in terms of a quadratic form-valued function on the unitary frame bundle

and can be easier to work with (in comparison with the holomorphic sectional curvature), at

the expense of frame-dependence.

The understanding of the relations among the t–Gauduchon curvatures came from a desire to

extend the known results for the Schwarz lemma, which held for the Chern connection, to the

t–Gauduchon connection. The author, together with James Stanfield, recently established
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the following Schwarz lemma calculation in [61] (see Theorem 13.17.1):

Theorem I.12. Let f : (X,ωg) → (Y, ωh) be a holomorphic map between Hermitian man-

ifolds. Endow T 1,0X with the s–Gauduchon connection s∇ and endow T 1,0Y with the t–

Gauduchon connection t∇. With respect to a local unitary frame such that ∂f = fαi = λiδ
α
i ,

we have

∆ωg |∂f |2 = |∇∂f |2 +
s2 + 2s− 1

2s(2s− 1)
sRic

(2)

kk
λ2
k +

1− s
4s(2s− 1)

(
2(1− s)sRic

(1)

kk
− 2s(sRic

(4)

kk
+ sRic

(3)

kk
)
)
λ2
k

+
(s− 1)3

8s2(2s− 1)

(
sT iir

sT kkr + sT kkr
sT iir

)
λ2
k +

(s− 1)(s3 + 7s2 − 5s+ 1)

8s3(2s− 1)
sT kir

sT kirλ
2
k

+
(1− s)(3s3 + 7s2 − 7s+ 1)

8s3(2s− 1)
sT ikr

sT ikrλ
2
k

+
t

1− 2t

(
tR̃ααββ + tR̃αββα

)
λ2
αλ

2
β +

1

2t− 1
tR̃αββαλ

2
αλ

2
β

+
(1− t)3

8t2(2t− 1)

(
tT̃ααγ

tT̃ ββγ + tT̃ ββγ
tT̃ααγ

)
λ2
αλ

2
β

+
(t− 1)2(t+ 1)

4t2(2t− 1)
tT̃ βαγ

tT̃ βαγλ
2
αλ

2
β +

t− 1

t
tT̃ γαβT̃

γ
αβλ

2
αλ

2
β

+

(
1− t

2t
− 1− s

2s

)
Re

(
sT kij

t̃T kij

)
λiλjλk.

In the specific case of the source and target metrics being endowed with the Bismut connec-

tion, we have:

Theorem I.13. (Bismut Schwarz Lemma). Let f : (X,ωg)→ (Y, ωh) be a holomorphic map

between Hermitian manifolds. Assume (X,ωg) is a compact balanced manifold with

3cRic(1)
ωg − 3

√
−1Λ(∂∂̄ωg) + cT ◦ ≥ −C1ωg − C2f

∗ωh,

for some constants C1, C2 ∈ R. Assume
∣∣∣bT̃ ∣∣∣ ≤ B and bRBCωh + 2bR̃BCωh ≤ κ0 for some

constant B, κ0 ∈ R. Then

3∆ωg |∂f |2 ≥ −C1|∂f |2 − (C2 + κ0 + 2B) |∂f |4.

Hence, if C2 + κ0 + 2B < 0, then

|∂f |2 ≤ − C1

C2 + κ0 + 2B
.
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In the final sections of the present manuscript, we will consider a refinement of the Wu–Yau

theorem, first established by Diverio–Trapani [116], which relaxed the negativity of the holo-

morphic sectional curvature to quasi-negativity (non-positive everywhere and negative at one

point). One of the key results on which the theorem of Diverio–Trapani [116] hinges is the

following:

Theorem I.14. (Diverio–Trapani). Let (Xn, ω) be a compact Kähler manifold of (complex)

dimension n. If the holomorphic sectional curvature of ω is quasi-negative, then∫
X
c1(KX)n > 0.

We extended this result to the Hermitian category in a joint work with Kai Tang and Yashan

Zhang [64]. The main theorem curiously does not require the curvature to have a sign. To

state the main theorem, let us introduce the following terminology:

Definition I.15. Let (X,ω) be a compact Kähler manifold. For positive constants δ1, δ2 > 0,

we say that a Hermitian metric α on X is

(i) δ1–bounded (relative to ω) if there is a smooth function ψ : X → R such that

α ≤ δ1ω +
√
−1∂∂̄ψ.

(ii) δ2–volume non-collapsed on an open set U ⊂ X if αn ≥ δ2ω
n
0 .

A Hermitian metric α satisfying both (i) and (ii) is said to have (δ1, δ2)–bounded geometry

(relative to ω and U). The space of Hermitian metrics with (δ1, δ2)–bounded geometry (rel-

ative to ω0 and U) is denoted by Hδ1,δ2(ω0,U).

Let Fω be curvature function of the Hermitian metric14 ω. For a positive constant δ > 0,

and a non-empty open set U ⊂ X, we say that Fω is (ε, δ)–quasi-negative (relative to U) if,

there is a sufficiently small ε > 0 such that Fω ≤ ε on X, and if Fω ≤ −δ on U.

We now state the main theorem of [64] (see 17.2.3):

Theorem I.16. Let (Xn, ω0) be a compact Kähler manifold. Assume that there is a

Hermitian metric η ∈ Hδ1,δ2(ω0,U) with (δ1, δ2)–bounded geometry. If the (Chern) real

bisectional curvature of η is (ε, δ)–quasi-negative (relative to ω0,U, δ1, δ2, δ), then∫
X
c1(KX)n > 0.

14For instance, Fω can be the scalar curvature, Ricci curvature, holomorphic sectional curvature, etc.
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In the final section of the manuscript, we discuss some of the results from [58] concerning

the positive analog of the Wu–Yau theorem and other related questions. Hitchin’s examples

of Hodge metrics on Hirzebruch surfaces [169] show that a compact Kähler manifold with

positive holomorphic sectional curvature need not support a Hermitian metric with positive

first Chern Ricci curvature. We propose the following positive analog:

Conjecture I.17 Let (X,ω) be a compact Kähler manifold with Ricω > 0. Then there is a

Kähler metric ωϕ = ω +
√
−1∂∂̄ϕ such that HSCω > 0.





Part 1

Foundational Theory



This first part of the manuscript – the Foundational Theory – treats the standard material of

differential geometry, several complex variables, algebraic geometry, and complex geometry

that will be required for later developments. While the expert can safely skip this part, the

material is written in such a way that even the expert should find the exposition somewhat

enjoyable to read through. This comes from the choice of less trivial examples, and attention

to links between the subjects that are not present in the existing literature.

We will begin with the notion of a smooth manifold and build the required theory; extending

this to the complex-analytic setting in the second chapter. Chapters 3 and 4 begin the more

algebro-geometric content of sheaves, sheaf cohomology, with this theory applied to divisors

and line bundles. The metric aspects of complex manifolds are treated in Chapter 5, and

the consequences on the cohomology of the manifold; namely, Hodge theory, is covered in

Chapter 6. We close the chapter with a discussion of how all the foundational theory fits

together in the Enriques–Kodaira classification of compact complex surfaces, which appears

in Chapter 7.



CHAPTER 1

Smooth Manifolds

The concept of a manifold originates with Riemann’s notion of a Riemann surface. Still,

how we understand it today is very much in the style of twentieth-century mathematics.

The idea is dialectically opposite to compactness: A compact space is controlled and well-

behaved globally; a manifold is a space that is controlled and well-behaved locally. There

is no control of a generic continuous function on a non-compact space, but the regularity of

such a function, i.e., the extent to which one can understand its Taylor development, only

concerns the function’s behavior in a small neighborhood of a given point.

The geometry of complex manifolds lies at the intersection of a large number of subjects. As

a consequence, complex geometry carries with it a vast and rich theory. The purpose of the

present chapter is to exhibit this theory as it pertains to the developments in Chapters 2 and

3. We will start in §1.1 with reminders on the theory of smooth manifolds and then compare

this with the theory of complex manifolds in §1.2. The algebro-geometric results concerning

sheaves, their cohomology, divisors, line bundles, and characteristic classes is discuss in §1.3
and §1.4. Hermitian (and, in particular, Kähler metrics) are treated in §1.5. Hodge theory is

discussed in §1.6. The chapter ends with the beautiful theory of compact complex surfaces

due to Enriques and Kodaira in §1.7.

1.1. Charts and Atlases

Definition 1.1.1. Let M be a connected paracompact Hausdorff topological space. For an

arbitrary indexing set A, we assume M admits a covering U := (Uα)α∈A by connected open

sets Uα ⊂ M which are homeomorphic to balls Bα := {x2
1 + · · · + x2

n < 1} ⊂ Rn. The pair

(Uα, ϕα), where ϕα : Uα → Bα is a homeomorphism, is called a chart , and the set of charts

A := {(Uα, ϕα)}α∈A is said to be the atlas of the covering U.

Convention 1.1.2. Unless otherwise stated, a topological space is assumed to be connected

and paracompact. In particular, unless otherwise stated, there is a partition of unity subor-

dinate to any open cover .

Remark 1.1.3. The charts permit one to locally identify a neighborhood of a point in M

with a neighborhood of the origin in some Euclidean space Rn. In particular, if (x1, ..., xn)

denote the coordinates on Rn, these coordinates can be pulled back via the homeomorphism

3
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ϕα : Uα → Bα ⊂ Rn to furnish a locally defined coordinate system on M , and hence, Uα

is sometimes called a coordinate chart. We say that the local coordinates are centered at a

point p ∈M if ϕα(0) ∈ Rn.

On any overlap of Uαβ := Uα ∩ Uβ, the composition

ϕβ ◦ ϕ−1
α : ϕα(Uαβ) −→ ϕβ(Uαβ)

defines a homeomorphism between open subsets of Rn, which we call transition maps. These

transition maps allow one to make sense of the regularity of M . Namely, if the transition

maps are of class Ck, for some k ∈ N, we say that the atlas A is a Ck–atlas1. If A is a

Ck–atlas for all k ∈ N, we say A is a C∞–atlas or a smooth atlas.

Remark 1.1.4. To remove any dependence on the specific choice of atlas, declare two Ck–

atlases A and B to be equivalent if their union is a Ck–atlas. This defines an equivalence

relation on the Ck–atlases of M and ensures that the transition maps from the charts of

one atlas to the charts of the other atlas have the same regularity as the regularity of the

constituent transition maps for each atlas.

1.2. Ck and C∞–Smooth Manifolds

Definition 1.2.1. A Ck–manifold is a connected Hausdorff topological space M endowed

with an equivalence class of Ck–atlases. The dimension of the balls to which the domains

of the covering U are homeomorphic is called the (real) dimension of M , and is denoted

dimRM .

We will often indicate that a manifold M has real dimension n by writing Mn.

Remark 1.2.2. It is an elementary consequence of the rank-nullity theorem that the dimen-

sion of a smooth (or, at least, C1) manifold is well-defined. For topological manifolds (i.e.,

C0–manifolds) this remains true, but is non-trivial, requiring Brouwer’s invariance of domain

theorem (see, e.g., [284, §1.6.2]).

1Note that Ck is understood to mean k times continuously differentiable, for k ∈ N0. For k = 0, we

identify Ck with continuity.
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M

p

ϕ
U

Rn

Example 1.2.3. The simplest example of a smooth manifold is Rn. A smooth atlas is given

by a single chart: id : Rn → Rn.

Example 1.2.4. The stereographic projection map defines a smooth atlas on the sphere

Sn := {(x1, ..., xn+1) ∈ Rn+1 : x2
1 + · · ·+ x2

n+1 = 1}.

Example 1.2.5. Let (Mm,A ) and (Nn,B) be two smooth manifolds. The product M ×N
can be granted a smooth atlas A ×B := {(α, β) : α ∈ A , β ∈ B}. Here, (α, β)(x, y) :=

(α(x), β(y)) ∈ Rm+n for each (x, y) ∈ U× V, where α : U→ Rm and β : V→ Rn.

Example 1.2.6. The torus T2 := S1 × S1 is, therefore, a smooth manifold, with an atlas

given by the product of the atlases on S1 specified in 1.2.4.

1.3. A Locally Euclidean Space That is Not a Manifold

Cautionary Remark 1.3.1. One cannot replace the above definition of a manifold with

the requirement that M is locally Euclidean. Indeed, the double line given by the quotient

of R×{0, 1} by the equivalence relation (x, 0) ∼ (x, 1) for all x ∈ R is locally Euclidean, but

not Hausdorff.

1.4. A C0–manifold with no C1–structure

Remark 1.4.1. Let us remark that a C1–manifold admits a unique real analytic Cω–manifold

structure. It is not the case that a C0–manifold admits a C1–manifold structure, however.

Freedman’s E8–manifold is one such example (see [131] for details).

1.5. Ck–maps

Definition 1.5.1. Let M be a manifold of class Ck. A function f : M → R is said to be

of class C`, for some ` ≤ k, if the composite map f ◦ ϕ−1
α is of class C` on the open set

ϕα(Uα) ⊂ Rn.
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Similarly, if M and N are two Ck manifolds, a map f : M → N is said to be of class C`, for

some ` ≤ k, if the composite map ψβ ◦ f ◦ϕ−1
α is of class C` on the open set ϕα(Uα) ⊂ Rn. If

M is a smooth manifold and f is Ck for all k ∈ N, we say that f is a smooth function. These

notions are clearly well-defined.

Convention 1.5.2. We will maintain the convention that the word function is used only for

maps into a number space (e.g., f : M → R or f : M → C). If the target space (codomain)

is more general, we use only the term map. The space of smooth functions on a smooth

manifold M is denoted by C∞(M).

1.6. Diffeomorphisms and Manifold Identifications

It is common to view two smooth manifolds to be equivalent if there is a diffeomorphism

between them:

Definition 1.6.1. Let f : M → N be a smooth map of smooth manifolds. If f is invertible

with smooth inverse f−1 : N →M , then f is said to be a diffeomorphism.

Remark 1.6.2. A smooth bijective map is not necessarily a diffeomorphism. Indeed, the

function f : R→ R, f(x) := x3 is smooth, invertible, but does not admit a smooth inverse.

1.7. Exotic Structures

Remark 1.7.1. Let us remark that any smooth manifold homeomorphic to Rn is diffeo-

morphic to Rn, unless n = 4 (see, e.g., [273]). On R4, there is an infinite number of exotic

smooth structures2

Example 1.7.2. This equivalence of manifolds may identify two seemingly very different

smooth manifolds: The connected sum3 of the torus T ' S1×S1 and RP2 is diffeomorphic to

the connected sum of three copies of RP2. Of course, there are the famous exotic spheres –

smooth manifolds which are homeomorphic to Sn but not diffeomorphic to the standard Sn

– discovered by Milnor [216].

2A smooth structure on a smooth manifold is said to be exotic if it is homeomorphic but not diffeomorphic

to the standard smooth structure.
3Recall that a connected sum of two n–dimensional manifolds is a manifold formed by removing a disk

inside each manifold and gluing together the resulting boundary disks. More precisely, let M and N be two

oriented smooth manifolds of dimension n. Let ΦM : Bn → M and ΦN : Bn → N denote embeddings of the

unit ball Bn ⊂ Rn, such that ΦM preserves orientation and ΦN reverses the orientation. The connected sum

M]N is the disjoint union

(M − ΦM (0))
∐

(N − Φ2(0))

quotiented by the identification ΦM (tu) = ΦN ((1− t)u) for each u ∈ Sn−1 and each 0 < t < 1. The fact that

this construction is well-defined forms the content of the disk theorem.
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Example 1.7.3. Let Pn denote the set of complex lines in Cn+1, we call Pn the complex

projective space. For z ∈ Cn+1\{0}, we denote by [z] the complex line generated by z. For

0 ≤ α ≤ n, we let Uα := {[z] ∈ Pn : zα 6= 0}. Each Uα intersects the affine hyperplane

{zα = 1} ⊂ Cn+1 at exactly one point. We use this to define a coordinate map

ϕα : Uα → Cn, ϕα([z]) :=

(
z0

zα
, ...,

zα−1

zα
,
zα+1

zα
, ...,

zn
zα

)
.

It is clear that ϕα is invertible. Moreover, the transition maps ϕα ◦ ϕ−1
β are defined by the

composition of

Cn 3 (w1, ..., wn) 7→
(
w1

wα
, ...,

wα−1

wα
, 1,

wα+1

wα
, ...,

wn
wα

)
7→
(
w1

wα
, ...,

wα−1

wα
,
wα+1

wα
, ...,

wn
wα

)
∈ Cn.

Remark 1.7.4. The same discussion applies to the set of real lines in Rn+1, producing

the real projective space RPn. Similarly, the set of quaternionic lines in Hn+1 yields the

quaternionic projective space HPn.

1.8. Lie Groups

An important class of smooth manifolds are those which support an additional level of alge-

braic structure, compatible with the smooth structure:

Definition 1.8.1. A group G is said to be a Lie group if G is a smooth manifold such that

the composition map ◦ : G×G→ G and the inversion map ·−1 : G→ G are smooth.

Remark 1.8.2. Suppose one drops the requirement of connectedness and paracompactness.

Any group can be viewed as a Lie group when given the discrete topology (and the discrete

smooth structure).

Example 1.8.3. A theorem of Cartan (see, e.g., [284, Theorem 1.3.2]) asserts that any

closed subgroup H of a Lie group G is a smooth (immersed) submanifold. In particular,

closed subgroups of GLn(C) such as the real general linear group GLn(R), the unitary group

U(n), the special unitary group SU(n), the orthogonal group O(n), and the special orthogonal

group SO(n) are all Lie groups.

1.9. Homogeneous Spaces

Definition 1.9.1. Let M be a smooth manifold. We say that M is a homogeneous space if

there is a Lie group G which acts transitively on M .

Example 1.9.2. Let U(n+1) denote the unitary group, which acts transitively on Cn+1. The

action preserves complex subspaces of Cn+1 and, in particular, maps complex lines to complex

lines. The transitive action, therefore, descends to Pn showing that Pn is homogeneous.
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1.10. The Tangent Space

Recall that if we have a curve C ⊂ R2, given by the graph of a function f : R → R, the

derivative f ′(x) is a vector which lies in the one-dimensional vector space tangent to the

curve C at f(x). The higher-dimensional extension of this notion is called the tangent space:

Definition 1.10.1. Let M be a smooth manifold, and p ∈ M be a point. A linear map

V : C∞(M)→ R is declared a derivation at p if it satisfies the following Leibniz rule:

V (fg) = f(p)V (g) + g(p)V (f).

Let TpM denote the space of all derivations of C∞(M) at p ∈ M . We call TpM the tangent

space of M at p.

Remark 1.10.2. Clearly, TpM forms a vector space with respect to the operators (U +

V )(f) = U(f) + V (f) and (λV )(f) = λ(V (f)).

The most important fact concerning the space of derivations is that it is finite-dimensional

and, in fact, isomorphic to Rn for each p ∈ M . Here n is the dimension of M . In fact, let

(x1, ..., xn) denote local coordinates on M centered at a point p ∈M . Then a basis for TpM

is given by the derivations ∂
∂x1
|p, ..., ∂

∂xn
|p, where

∂

∂xi

∣∣∣∣∣
p

f :=
∂f

∂xi
(p),

for each 1 ≤ i ≤ n.

1.11. Immersions, Submersions, and Embeddings

Definition 1.11.1. Let f : M → N be a smooth map between smooth manifolds M and N .

For each point p ∈M , there is an induced map dfp : TpM → Tf(p)N called the differential of

f at p.

Definition 1.11.2. Let f : Mm → Nn be a smooth map of smooth manifolds. We say that

f is

(i) an immersion if dfp is injective for all p ∈M .

(ii) a submersion if dfp is surjective for all p ∈M .

(iii) an embedding if f is an immersion and is homeomorphic onto its image4.

Remark 1.11.3. An immersion need not be injective: Take f : R→ R given by f(x) = x2.

4Note that the image f(M) ⊂ N is endowed with the subspace topology.
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1.12. Submanifolds

Definition 1.12.1. Let M be a smooth manifold. A (smooth) submanifold N of M is a

smooth manifold N together with a smooth embedding N ↪→M .

Remark 1.12.2. Some authors relax the above definition, requiring a submanifold to merely

be immersed. For us, a submanifold will always be an embedded submanifold unless otherwise

stated. If this more general definition is used, we will emphasize its use by referring to the

object as an immersed submanifold.

1.13. Whitney’s Embedding Theorem

Theorem 1.13.1. (Whitney embedding theorem). Let M be a smooth manifold of real

dimension n ∈ N. Then there is a smooth embedding M ↪→ R2n.

Example 1.13.2. Let RPn denote the real projective space. The Whitney embedding the-

orem states that there is an embedding RPn ↪→ R2n. However, the Boy’s surface [45] shows

that there is a (non-injective) immersion RP2 # R3.

Theorem 1.13.3. (Submersion theorem). Let f : M → N be a submersion of smooth

manifolds. The fibers f−1(p) ⊂M (for p ∈ N) are smooth submanifolds of M .

Definition 1.13.4. Let f : M → N be a smooth map of smooth manifolds. A critical point

for f is a point p ∈ M such that dfp fails to have maximal rank. The corresponding value

f(p) is said to be a critical value. The set of critical values of f is called the discriminant

locus of f .

Remark 1.13.5. The discriminant locus of a smooth submersion is empty.

1.14. Vector Bundles

The following class of submersions will play an important role:

Definition 1.14.1. Let f : E → M be a smooth submersion whose fibers Eb := f−1(b) (for

b ∈ M) are all vector spaces isomorphic to Rk. If, for any point b ∈ M , there is an open

neighborhood U 3 b such that f−1(U) 'diffeo. U×Rk, and moreover, this map restricts to an

isomorphism f−1(b) 'iso. {b} × Rk, then we say that f is a smooth vector bundle of rank k.

The manifold E is referred to as the total space, the manifold X is referred to as the base

space, and f is called the bundle projection. The diffeomorphism (denote it by, say) ϕ :

f−1(U)→ U× Rk is sometimes called a bundle chart.

Remark 1.14.2. The existence of neighborhoods around every point together with diffeo-

morphisms to products is referred to as the local triviality condition of a vector bundle. The
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condition asserts that vector bundles are locally modeled on products. The local triviality

condition is essential if one wishes to obtain some degree of classification (the subject of K-

theory). Suppose one relaxes the local triviality condition, considering only families of vector

spaces parametrized by a manifold. In that case, one can take a disjoint union of vector spaces

of the same rank, which can be arbitrarily bad. The local triviality condition forces enough

structure to be amenable to homotopy theory and the construction of homotopy-theoretic

invariants. For instance, every vector bundle over a contractible space is topologically trivial.

Example 1.14.3. The simplest method of producing a vector bundle of rank k is to take

the product M ×Rk together with the projection onto the first factor p : M ×Rk →M . This

is called the trivial bundle.

Remark 1.14.4. We can define vector bundles in more general categories. A topological

vector bundle (of rank k) is a continuous map f : E → B such that f−1(b) ' Rk and for

every point b ∈ B, there is an open neighborhood U ⊆ B such that f−1(U) 'homeo. U× Rk.
Further, we may apply these definitions to vector bundles with fibers being Ck in place of

Rk. We refer to (continuous or smooth) vector bundles as complex vector bundles. This is

not to be confused with the holomorphic vector bundles we will encounter later.

1.15. The Tangent Bundle

Example 1.15.1. The most important example of a smooth vector bundle associated with

a manifold M is the tangent bundle TM . The total space of the tangent bundle (which we

abusively also denote by TM) is the disjoint union

TM =
∐
p∈M

TpM = {(p, v) : p ∈M,v ∈ TpM}

of the tangent spaces TpM . The bundle projection f : TM →M is defined f(p, v) := p.

Definition 1.15.2. Let f : E→M be a smooth vector bundle of rank k. Fix a point p ∈M .

A local frame for E near p is a finite number of sections σj : U→ E such that {σ1|p, ..., σk|p}
furnishes a basis for the fiber Ep.

Example 1.15.3. Let TM denote the tangent bundle of a smooth manifold M . For a point

p ∈ M , let (x1, ..., xn) denote local coordinates centered at p. Then ∂x1 , ..., ∂xn provides a

local frame for TM near p.

Definition 1.15.4. We say that a smooth manifold M is parallelizable if the tangent bundle

is trivial. That is, there exist (globally-defined) smooth vector fields v1, ..., vn such that

v1(p), ..., vn(p) form a basis of TpM for all p ∈M .
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Example 1.15.5. Every Lie group is parallelizable. Indeed, the group structure allows the

tangent spaces at distinct points to be identified. The converse is false: S7 is paralellizable

but not a Lie group5

Example 1.15.6. The hairy ball theorem states that S2 is not parallelizable. The only

spheres which are Lie groups are S1 and S3, so these are parallelizable. The smooth Moufang

loop structure on S7 implies that S7 is parallelizable. By the results of Adams, Bott, Hirze-

bruch, Kervaire, and Milnor, these are the only parallelizable spheres (see, e.g., [250] for a

nice account).

Definition 1.15.7. Let f : E→M be a smooth vector bundle. Let U ⊂M be an open set.

A smooth map σ : U → E is said to be a (smooth) section of E if f ◦ σ = id. If U = M , we

say that σ : M → E is a global section. The space of smooth sections of E over U is denoted

H0(U,E).

Example 1.15.8. The smooth sections of the tangent bundle TM are called vector fields.

The space of (smooth) vector fields is denoted X (M).

Example 1.15.9. Let f : E → M be a smooth vector bundle over a smooth manifold M .

An important example of a global section of E is the zero section, the section σ : M → E

which assigns to each point p ∈M , the origin in the fiber Ep = f−1(p).

Remark 1.15.10. There is a natural operation on X (M); namely, the Lie bracket:

[·, ·] : X (M)×X (M)→X (M), [X,Y ](f) := XY (f)− Y X(f),

for all f ∈ C∞(M).

1.16. Proliferation of Vector Bundles

The routine operations of direct sum, dual, tensor product, etc., which we know well in the

context of vector spaces, extend easily to vector bundles:

Definition 1.16.1. Let f : E → M be a smooth vector bundle of rank k. An embedded

submanifold F ⊆ E is said to be a smooth subbundle of E if, for each p ∈M , the fiber Fp :=

F ∩ f−1(p) is a linear subspace of Ep = f−1(p), and moreover, the projection f |F : F →M is

a smooth vector bundle.

Definition 1.16.2. Let f : E→M be a smooth vector bundle of rank k with bundle charts

(gαβ). The dual vector bundle f∗ : E∗ → M is the vector bundle with fibers E∗p = (Ep)
∗ :=

HomR(Ep,R), and bundle charts (gtαβ)−1.

5It is worth remarking that S7 is not a Lie group only due to the failure of the multiplication to be

associative. Because of this, S7 is a smooth Moufang loop (see, e.g., [126]).
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Example 1.16.3. The vector bundle dual to the tangent bundle TM is the cotangent bundle

T ∗M .

For a point p ∈ M , let (x1, ..., xn) denote local coordinates centered at p. Then dx1, ..., dxn

provides a local frame for T ∗M near p. This frame is dual to the frame ∂x1 , ..., ∂xn for TpM

in the sense that dxk(∂x`) = δ`k for all k, `, and is thus sometimes called the dual coframe.

1.17. Tensor Products

The subject of linear algebra (in its traditional form) deals with vector spaces and natural

maps, i.e., linear maps. In this respect, the content of inner products (e.g., the dot prod-

uct) should not be treated in linear algebra; such objects reside within the more general

subject of multilinear algebra. One of the miracles of the subject, however, is that there is

a distinguished multilinear map, denoted by ⊗, which permits us to realize any multilinear

map

ϕ : V1 × · · · × Vk −→W

as a linear map

Φ : V1 ⊗ · · · ⊗ Vk −→W

from an auxiliary vector space V1 ⊗ · · · ⊗ Vk, independent of ϕ.

Definition 1.17.1. Let V and W be vector spaces. The tensor product V ⊗W is a vector

space together with a bilinear map

⊗ : V ×W −→ V ⊗W, ⊗ : (v, w) 7→ v ⊗ w

such that, for any bilinear map ϕ : V ×W −→ Z, there is a unique linear map Φ : V ⊗W −→ Z

such that ϕ = Φ ◦ ⊗.

Notation 1.17.2. We will write V ⊗k for the k–fold tensor product of V , i.e.,

V ⊗k := V ⊗ · · · ⊗ V (k–times).

Remark 1.17.3. Let v1, ..., vn be a basis for V and let w1, ..., wm be a basis for W . A basis

for V ⊗W is given by {vk ⊗ w`}1≤k≤n,1≤`≤m. In particular,

dim(V ⊗W ) = dim(V ) · dim(W ).

To get a more geometric understanding of the tensor product, let us make the following

definition:

Definition 1.17.4. Let V be a vector space.
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(i) A covariant k–tensor on V is a multilinear map

ϕ : V ⊗k −→ R.

The space of covariant k–tensors is denoted by Tk(V ).

(ii) A contravariant `–tensor on V is a multilinear map

ϕ : (V ∗)⊗` −→ R.

The space of contravariant `–tensors is denoted by T`(V ).

(iii) A (k, `)–tensor on V is a multilinear map

ϕ : (V ∗)⊗k ⊗ V ⊗` −→ R.

The space of (k, `)–tensors is denoted by T`k(V ).

Example 1.17.5. Let V and W be two vector spaces. We identify the space of endomor-

phisms End(V,W ) with the tensor product V ∗ ⊗W via the isomorphism

Φ : V ∗ ⊗W −→ End(V,W ), Φ(α⊗ w) := (v 7→ α(v)w),

where α ∈ V ∗, w ∈ W , and v ∈ V . The space of endomorphism from a vector space V to

itself is denoted by End(V ), i.e., End(V ) := End(V, V ). In particular,

End(V ) ' T1
1(V ).

Example 1.17.6. Extending the above example, we can identify the space Tk`+1(V ) with the

space of multilinear maps Mult((V ∗)` × V k, V ) via the isomorphism

Φ : Mult((V ∗)` × V k, V ) −→ Tk`+1(V ),

specified by the formula

Φ(A) :=
(

(α0, α1, ..., α`, v1, ..., vk) 7→ α0(A(α1, ..., α`, v1, ..., vk))
)
,

Remark 1.17.7. Let e1, ..., en be a basis for V and let ε1, ..., εn be the corresponding dual

basis. Then a basis for Tk` (V ) is given by

ej1 ⊗ · · · ⊗ ej` ⊗ ε
i1 ⊗ · · · ⊗ εik .

Hence, any (k, `)–tensor ξ ∈ Tk` (V ), can be written as

ξ = ξj1···j`i1···ik ej1 ⊗ · · · ⊗ ej` ⊗ ε
i1 ⊗ · · · ⊗ εik ,

where ξj1···j`i1···ik = ξ(εj1 , ..., εj` , ei1 , ..., eik).
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Example 1.17.8. Let us make explicit the important case when V = TpM is the tangent

space to a smooth manifold M , at a point p ∈M . If (x1, ..., xn) are local coordinates on M

centered at p, then a basis for TpM is given by ∂x1 , ..., ∂xn . The corresponding dual basis is

given by dx1, ..., dxn. A (k, `)–tensor on TpM is then given in this basis by

ξ =
∑

1≤i1···ik≤n,1≤j1···jn≤n
ξj1···j`i1···ik∂xj1 ⊗ · · · ⊗ ∂xj` ⊗ dx

i1 ⊗ · · · ⊗ dxik .

Extending these notions from vector spaces to vector bundles, we consider:

Example 1.17.9. Let M be a smooth manifold. The bundle of (k, `)–tensors is the vector

bundle T`k(M)→M given by

T`k(M) :=
∐
p∈M

T`k(TpM) =
∐
p∈M
⊗kT ∗pM ⊗` TpM.

Sections of T`k(M) are called (k, `)–tensors or (k, `)–tensor fields.

1.18. Riemannian Metrics

One of the most important examples of a tensor field are those (2, 0)–tensor fields that are

positive-definite:

Definition 1.18.1. Let M be a smooth manifold. A Riemannian metric g on M is a smooth

section of T2
0(M) which is symmetric and positive-definite. In local coordinates (x1, ..., xn),

centered at a point p ∈M , the Riemannian metric is written:

g =
n∑

i,j=1

gijdx
i ⊗ dxj ,

where the component functions gij := g(∂xi , ∂xj ). A smooth manifold endowed with a Rie-

mannian metric is referred to as a Riemannian manifold.

Example 1.18.2. The simplest Riemannian metric is the Euclidean metric δRn on Rn given

in coordinates by

δRn :=

n∑
k=1

dxk ⊗ dxk.

Example 1.18.3. The round metric ground on the sphere Sn is given in local coordinates

(x1, ..., xn) by

ground :=

n∑
i,j=1

4

(1− |x|2)2
dxi ⊗ dxj .

Since we assume that manifolds are paracompact, we have the following:

Proposition 1.18.4. Let M be a smooth manifold. Then M admits a Riemannian metric.
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Proof. Since a manifold is understood to be paracompact, there is a partition of unity

(ρα), subordinate to any open cover (Uα) ofM . CoverM by coordinate charts ϕα : Uα −→ Rn

and pullback the Euclidean metric δRn on Rn via ϕα. The formula g :=
∑

α ραϕ
∗
αδRn defines

a Riemannian metric on M . �

A Riemannian metric g on a smooth manifold M endows M with several inherited structures,

most notably, a length function:

Definition 1.18.5. Let (M, g) be a Riemannian manifold. Let α : [t0, t1]→M be a smooth

curve. Let α̇(t) := dα
dt and let gt be the restriction of the Riemannian metric to Tα(t)M . The

length of α (with respect to g) is defined by

Lg(α) :=

∫ t1

t0

|α̇(t)|gtdt,

where |α̇(t)|gt :=
√
gt(α̇(t), α̇(t)).

1.19. Geodesics and the Exponential Map

The Riemannian metric, therefore, gives a functional on the space of (C1) curves in M . The

minimizers of this functional are called geodesics:

Definition 1.19.1. Let (Mn, g) be a Riemannian manifold. We say that a curve α : [t0, t1]→
M is a geodesic if α is a (local) minimum for the length functional Lg.

Definition 1.19.2. Let (Mn, g) be a Riemannian manifold and p ∈ M a point. The expo-

nential map expp : U→M is defined by sending vp ∈ TpM to the endpoint α(1) ∈M of the

unique geodesic α with α(0) = p and α̇(0) = vp.

Remark 1.19.3. The fact that the exponential map exists and is well-defined is well-known

and can be found in [119, Chapter 3]. Moreover, the exponential map is always a local

diffeomorphism.

Definition 1.19.4. Let (Mn, g) be a Riemannian manifold and p ∈ M a point. Let

{e1, ..., en} be a local orthonormal frame for TpM . Define a chart ϕ : U→ Rn on a neighbor-

hood U of p by ϕ−1(x1, ..., xn) = expp(xjej). These coordinates are referred to as Riemannian

normal coordinates.

The importance of Riemannian normal coordinates from the simple expression the metric

takes when expressed in them, namely:

gij(p) = δij ,
∂gij
∂xk

=
∂gik
∂xj

= 0.

By declaring the distance between p, q ∈ M to be the infimum of the lengths of curves

connecting p and q, we obtain a distance function:
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Definition 1.19.5. Let (M, g) be a Riemannian manifold. The Riemannian distance func-

tion dg : M ×M → R is defined by

dg(p, q) := inf
α
Lg(α),

where the infimum is over all C1 curves α : [t0, t1]→M such that α(t0) = p and α(t1) = q.

Definition 1.19.6. Let (M, g) be a Riemannian manifold. We say that g is complete if the

metric space (M,dg) is Cauchy complete, i.e., every Cauchy sequence (with respect to dg)

converges (with respect to dg).

Remark 1.19.7. By the Hopf–Rinow theorem, a Riemannian manifold is complete in the

above sense if and only if geodesics can be extended indefinitely (i.e., the exponential map is

defined on the whole tangent bundle) (see [10, Theorem 11.5.1].

1.20. Symmetric Spaces

Definition 1.20.1. Let (M, g) be a Riemannian manifold. Let f be a diffeomorphism of a

neighborhood of a point p ∈ M . We say that f is a geodesic symmetry if f(p) = p and f

reverses geodesics through p in the sense that

f(γ(t)) = γ(−t),

for any geodesic γ with γ(0) = p.

Definition 1.20.2. A Riemannian manifold (M, g) is understood to be locally symmetric if

the geodesic symmetries are isometries. If, in addition, the geodesic symmetries extend to

isometries on all of M , then (M, g) is called a symmetric space.

Example 1.20.3. Euclidean space, spheres, projective spaces, and hyperbolic spaces, en-

dowed with their standard Riemannian metrics are symmetric spaces.

Example 1.20.4. Every compact Riemann surface of genus g ≥ 2 with its metric of constant

negative Gauss curvature is locally symmetric but not symmetric.

Although we will include the relevant theory in §2.1, we mention the following important

fact:

Theorem 1.20.5. (Cartan–Ambrose–Hicks). A Riemannian manifold (M, g) is locally sym-

metric if and only if the curvature tensor is parallel with respect to the Levi-Civita connection.

Corollary 1.20.6. A simply connected complete locally symmetric space is a symmetric

space.

Proposition 1.20.7. Every symmetric space is complete and homogeneous, with the isom-

etry group acting transitively.
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Definition 1.20.8. A simply connected symmetric space is said to be irreducible if it is not

the product of two Riemannian symmetric spaces.

1.21. Tensor Contractions

Given a linear map A : V −→W , we have a well-defined notion of the trace of A. Invariantly,

if λ1, ..., λn are the eigenvalues of A, then tr(A) :=
∑n

k=1 λk. We can extend this notion to

more general tensors. To this end, we observe that it is clear how to do this for tensors

ξ ∈ T1
1(V ). Indeed, from 1.17.5, we can identify ξ with Φ(ξ) ∈ End(V ), and define tr(ξ) :=

tr(Φ(ξ)). If e1, ..., en is a basis for V , with dual basis ε1, ..., εn, write ξ =
∑n

i,j=1 ξ
j
iej ⊗ εi.

Then

tr(ξ) =
n∑
k=1

ξkk .

More generally, if ξ = ξj1···j`i1···ik ej1 ⊗ · · · ⊗ ej` ⊗ ε
i1 ⊗ · · · ⊗ εik is a (k, `)–tensor, then the

trace of ξ over the ip, jq indices is the (k − 1, `− 1)–tensor

tripjq(ξ) = ξ
j1···jq−1mjq+1···j`

i1···ip−1mip+1···ik ej1 ⊗ · · · ⊗ ejq−1 ⊗ ejq+1 ⊗ · · · ⊗ ej`
⊗εi1 ⊗ · · · ⊗ εip−1 ⊗ εip+1 ⊗ · · · ⊗ εik .

The above trace operation is often referred to as a tensor contraction. In the above case, the

tensor ξ is said to be contracted over the indices ip and jq.

Remark 1.21.1. It is clear that the operation of tensor contraction is linear, and lowers the

rank by 2, i.e., tr : Tk` (V ) −→ Tk−1
`−1 (V ).

1.22. The Musical Isomorphisms

The Riemannian metric yields the musical isomorphisms

] : T`k(M) −→ T`+1
k−1(M), [ : T`k(M) −→ T`−1

k+1(M)

defined as follows: Let g =
∑n

i,j=1 gijdxi ⊗ dxj denote the Riemannian metric in the local

coordinates (x1, ..., xn). Let

ξ = ξi1···ikj1···j`dx
i1 ⊗ · · · dxik ⊗ ∂xj1 ⊗ · · · ⊗ ∂xj`

be a (k, `)–tensor. Then

ξ] := (ξ])i1···ikmj2···j`dx
i1 ⊗ · · · dxik ⊗ dxm ⊗ ∂xj2 ⊗ · · · ⊗ ∂xj` ,

where (ξ])i1···ikmj2···j` = gmj1ξi1···ikj1···j` . Similarly,

ξ[ := (ξ[)
i1···ik−1

j1···j`mdx
i1 ⊗ · · · ⊗ dxik−1 ⊗ ∂xj1 ⊗ · · · ⊗ ∂xj` ⊗ ∂xm ,

where (ξ[)
i1···ik−1

j1···j`m = gmikξ
i1···ik

j1···j` .
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Remark 1.22.1. This process of changing a tensor from type (k, `) to type (k+1, `−1), i.e.,

apply the isomorphism ], is often referred to as raising the index of a tensor. Similarly, the

process of changing a tensor from type (k, `) to type (k−1, `+1), i.e., apply the isomorphism

[, is often referred to as lowering the index of a tensor.

Example 1.22.2. Let R = R p
ijk ε

i ⊗ εj ⊗ εk ⊗ ep be a (3, 1)–tensor. Then

R[ = Rijk`ε
i ⊗ εj ⊗ εk ⊗ ε`

is a (4, 0)–tensor, where Rijk` := gp`R
p

ijk . On the other hand,

R] = R qp
ij εi ⊗ εj ⊗ eq ⊗ ep

is a (2, 2)–tensor, where R qp
ij := gkqR p

ijk .

1.23. Metric Contractions

The metric can be used to contract tensors. Indeed, with g = gijdx
i ⊗ dxj and ξ =

ξj1···j`i1···ik ej1 ⊗ · · · ⊗ ej` ⊗ ε
i1 ⊗ · · · ⊗ εik as before, we may contract ξ in two ways using

the metric: the first is to contract ξ to a (k − 2, `)–tensor:

gipiqξj1···j`i1···ik ej1 ⊗ · · · ⊗ ej` ⊗ ε
i1 ⊗ · · · ⊗ εip−1 ⊗ εip+1 ⊗ · · · ⊗ εiq−1 ⊗ εiq+1 ⊗ · · · ⊗ εik .

The second is to contract ξ to a (k, `− 2)–tensor:

gjpjqξ
j1···j`

i1···ik ej1 ⊗ · · · ⊗ ejp−1 ⊗ ejp+1 ⊗ · · · ⊗ ejq−1 ⊗ ejq+1 ⊗ · · · ⊗ ej` ⊗ ε
i1 ⊗ · · · ⊗ εik .

Example 1.23.1. If g = gijdx
i ⊗ dxj and h = hijdx

i ⊗ dxj are two Riemannian metrics on

a smooth manifold M , then

trg(h) = gijhij

is a smooth function on M .

The notion of a Riemannian metric can be extended to any vector bundle:

Definition 1.23.2. Let E → M be a smooth vector bundle over a smooth manifold M . A

bundle metric g on E is a smooth family of positive-definite quadratic forms gp : Ep×Ep → R.

Remark 1.23.3. Repeating the argument in 1.18.4 shows that every smooth vector bundle

admits a bundle metric.

Definition 1.23.4. Let (M, g) be a Riemannian manifold. Let ξ, ν be two smooth sections

of the (k, `)–tensor bundle T `
k (M). Write ξ = ξi1···ikj1···j`dx

i1 ⊗ · · · dxik ⊗ ∂xj1 ⊗ · · · ⊗ ∂xj`
and ν = νi1···ikj1···j`dx

i1 ⊗ · · · dxik ⊗ ∂xj1 ⊗ · · · ⊗ ∂xj` . The metric g induces a bundle metric

on T `
k (M), given by

(ξ, ν)T `
k (M) = ga1b1 · · · gakbkgi1j1 · · · gi`j`ξ

i1···i`
a1···ak ν j1···j`

b1···bk .



1.24. THE EXTERIOR ALGEBRA 19

Example 1.23.5. If f : (M, g) −→ (N,h) is a smooth of Riemannian manifolds. If

(x1, ..., xm) denote local coordinates centered at a point p ∈ M and (y1, ..., yn) denote local

coordinates centered at a point f(p) ∈ N , let us write g = gijdx
i⊗dxj and h = hγδdy

γ ⊗dyδ

for the metrics in these coordinates. Then f is locally written as f = (f1, ..., fn), with each

fα = fα(x1, ..., xm). Set fαk := ∂fα

∂xk
, for each 1 ≤ k ≤ m and each 1 ≤ α ≤ n.

Observe that df is a section of T ∗M ⊗ f∗TN , where T ∗M supports the metric g−1, and

f∗TN supports the metric f∗h. The pullback metric f∗h is

f∗h = (f∗h)k`dx
k ⊗ dx` := hγδf

γ
k f

δ
` dx

k ⊗ dx`.

and therefore,

|df |2 = gk`hγδf
γ
k f

δ
` .

Observe that the above expression is equivalent to

|df |2 = trg(f
∗h) = gk`(f∗h)k`.

1.24. The Exterior Algebra

Definition 1.24.1. Let V be a finite-dimensional vector space. The tensor algebra of V is

defined

T (V ) :=
∞⊕
k=0

T k(V ).

The multiplication on T (V ) is defined via the tensor product: T kV ⊗T `V → T k+`V , extended

linearly to all of TV .

Definition 1.24.2. Let T (V ) denote the tensor algebra of a finite-dimensional vector space

V . The quotient of T (V ) by the two-sided ideal generated by v ⊗ v, for v ∈ V , defines the

exterior algebra Λ(V ).

Definition 1.24.3. Let π : T (V ) → Λ(V ) denote the quotient map. We define the wedge

product of two elements α ∧ β := π(A⊗B), where π(A) = α and π(B) = β.

It is easy to check from the definition of Λ(V ), that ∧ is well-defined, independent of the

choice of the representatives of α and β.

Remark 1.24.4. The exterior algebra affords a grading:

Λ(V ) =
n⊕
k=0

Λk(V ),
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where Λk(V ) is the kth exterior power. This forms a subspace Λk(V ) ⊆ Λ(V ) spanned by

the wedge of k elements of V . Further, if {e1, ..., en} is a basis for V , then a basis for Λk(V )

is given by

{ei1 ∧ · · · ∧ eik : 1 ≤ i1 < i2 < · · · < ik ≤ n}.

In particular, dim Λk(V ) =
(
n
k

)
.

Observe that if dim(V ) = n, then Λn(V ) = 1 and is therefore isomorphic to R. Moreover,

Λn(V )− {0} has two connected components.

Definition 1.24.5. An orientation of a vector space V is a choice of connected component

of Λn(V )− {0}.

Definition 1.24.6. The kth exterior power Λk(M) of the cotangent bundle T ∗X of a smooth

manifold M is the vector bundle Λk(M)→M , where

Λk(M) := Λk(T ∗M) :=
∐
p∈M

Λk(T ∗pM).

Smooth sections of Λk(M) are called differential k–forms or k–form. The space of smooth

k–forms on M is denoted by Ωk
M or Ωk(M).

We can extend the definition of orientation of a vector space to define the orientation of a

manifold as followings:

Definition 1.24.7. A smooth manifold Mn of dimension n is said to be orientable if the

complement of the zero section ΛnM − {0} has exactly two components. If ΛnM − {0} is

connected, then M is said to be non-orientable. If M is orientable, an orientation is defined

to be a nowhere vanishing smooth section of ΛnM − {0}. A smooth manifold endowed with

an orientation is said to be oriented.

Example 1.24.8. The Möbius strip – the surface given by gluing the ends of rectangle after

performing a half twist is non-orientable.

Remark 1.24.9. If (Mn, g) is an oriented Riemannian manifold, then we get an induced

metric on ΛnM given by the Riemannian volume form

dVg :=
√

det(g)dVRn .

The orientation is given by the choice of the square root of the determinant.
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1.25. The Exterior Derivative

Theorem 1.25.1. Let M be a smooth manifold. There exists a unique linear map

d : Ω•(M) −→ Ω•(M)

such that

(i) d : Ωk(M) −→ Ωk+1(M).

(ii) d(f) = df (the ordinary differential) for f ∈ Ω0(M).

(iii) (Leibniz rule). If σ ∈ Ωk(M) and τ ∈ Ω•(M), then

d(σ ∧ τ) = (dσ) ∧ τ + (−1)kσ ∧ dτ.

(iv) (Nilpotence). d2 = 0.

Before proving the above theorem, we first establish the following lemma showing that for

any exterior differentiation operator d, the value (dω)(x) depends only on the behavior of

ω in a small neighborhood of x. In particular, exterior differentiation operators are local in

nature.

Lemma 1.25.2. Let d be an exterior differentiation operator, i.e., a linear map satisfying

conditions (i)–(iv) above. Let ω be a differential form such that ω|U = 0 for some open set

U ⊂M . Then (dω)|U = 0. In particular, if ω and τ are differential forms such that ω|U = τ |U
for some open set U ⊂M , then (dω)|U = (dτ)|U.

Proof. Suppose ω vanishes identically on the open set U. Let x0 ∈ U. Take f : M → R
to be a smooth function such that f(x0) = 1 and f(x) = 0 for all x 6∈ U. The differential

form fω then vanishes identically on M . Hence, by condition (iii), i.e., the Leibniz rule, we

have

0 = d(fω) = (df) ∧ ω + fdω.

Evaluating at x0 shows that (dω)(x0) = 0, and since this holds for all x0 ∈ U, we see that

(dω)|U = 0. If ω|U = τ |U, then (ω − τ)|U = 0, and therefore,

0 = (d(ω − τ))|U = (dω − dτ) |U,

which implies that (dω)|U = (dτ)|U. �

We are now ready to prove the theorem:

Proof of Uniqueness. Suppose an exterior differentiation operator d exists. Let us

show that there is only one of them. To this end, let x ∈M be a point, contained in a chart
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U ⊂ M , in which we have local coordinates (x1, ..., xn). Let ω be a smooth k–form on M .

Restricting ω to the coordinate chart U permits us to write

ω|U =
∑

i1<···<ik

ai1···ikdx
i1 ∧ · · · ∧ dxik , (1.25.1)

where ai1···ik ∈ C∞(U,R). Since the right-hand side of (1.25.1) is not a differential form on

M , we cannot apply an exterior differentiation operator to it. To deal with this, let U1 be

an open ball containing x such that the closure U1 ⊂ U is contained in U. Let f ∈ C∞(M,R)

be a smooth function defined such that f(x) = 1 for all x ∈ U1, and f(x) = 0 for all x 6∈ U.

Then

ω̃ :=
∑

i1<···<ik

(fai1···ik)d(fxi1) ∧ · · · ∧ d(fxik)

is a smooth k–form on M . Compute

dω̃ =
∑

i1<···<ik

d(fai1···ikd(fxi1) ∧ · · · ∧ d(fxik))

=
∑

i1<···<ik

d(fai1···ik) ∧ d(fxi1) ∧ · · · ∧ d(fxik)

+
∑

i1<···<ik

(fai1···ik)d(d(fxi1) ∧ · · · ∧ d(fxik))

=
∑

i1<···<ik

d(fai1···ik) ∧ d(fxi1) ∧ · · · ∧ d(fxik),

where the first equality follows from linearity, the second from the Leibniz rule, and third

equality from the Leibniz rule and nilpotence. From the lemma, ω̃|U1 = ω|U1 implies that

(dω̃)|U1 = (dω)|U1 . Since f is identically 1 on U1, we see that

(dω)|U1 =
∑

i1<···<ik

∂xj (ai1···ik)dxj ∧ dxi1 ∧ · · · ∧ dxik .

Hence, if an exterior differentiation operator d exists, its value at x must be given by the

above formula. Since the point x was arbitrary, this establishes uniqueness. �

Proof of Existence. Let U be a coordinate chart on M , in which we have local coor-

dinates (x1, ..., xn). We first define d locally on U. To this end, let ω ∈ Ωk(U) be a smooth

k–form given by

ω :=
∑

i1<···<ik

ai1···ikdx
i1 ∧ · · · ∧ dxik .

Define

dUω =
∑

i1<···<ik

n∑
j=1

∂xj (ai1···ik)dxj ∧ dxi1 ∧ · · · ∧ dxik .
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We extend the definition of dU to any differential form on U by forcing dU to be linear.

Properties (i) and (ii) are then immediate. It remains to verify the Liebniz rule and the

nilpotence property. First note that any differential form is a sum of forms of the type

ai1···ikdx
i1 ∧· · ·∧dxik . Since dU is linear, and the wedge product is distributive, we need only

verify (iii) and (iv) on forms of this type.

Let us verify (iii) for dU. Write σ := ai1···ikdx
i1 ∧ · · · ∧ dxik and τ := bj1···j`dx

j1 ∧ · · · ∧ dxj` .
Then

σ ∧ τ = ai1···ikbj1···j`dx
i1 ∧ · · · ∧ dxik ∧ dxj1 ∧ · · · ∧ dxj` ,

and hence,

dU(σ ∧ τ) =

n∑
r=1

[∂xr(ai1···ik)bj1···j` + ai1···ik∂xr(bj1···j`)] dx
r ∧ dxi1 ∧ · · · ∧ dxj`

=

(
n∑
r=1

∂xr(ai1···ik)dxr ∧ dxi1 ∧ · · · ∧ dxik
)
∧
(
bj1···j`dx

j1 ∧ · · · ∧ dxj`
)

+(−1)k(ai1···ikdx
i1 ∧ · · · ∧ dxik) ∧

(
n∑
r=1

∂xr(bj1···j`dx
r ∧ dxj1 ∧ · · · ∧ dxj`

)
= (dUσ) ∧ τ + (−1)kµ ∧ (dUτ).

This verifies property (iii) for dU. For property (iv), if σ = ai1···ikdx
i1 ∧ · · · ∧ dxik , then

dUσ =

n∑
r=1

∂xr(ai1···ik)dxr ∧ dxi1 ∧ · · · ∧ dxik .

Applying the exterior derivative dU again,

dU(dUσ) =
n∑
s=1

n∑
r=1

∂xs(∂xr(ai1···ik))dxs ∧ dxr ∧ dxi1 ∧ · · · ∧ dxik .

The r = s terms in the above expression vanish by the nilpotence of the wedge product,

while the r 6= s terms vanish by Clairaut’s theorem.

This shows that dU satisfies the properties of the exterior differentiation operator (i.e., prop-

erties (i)–(iv)). From the uniqueness proof given before, every linear operator satisfying

properties (i)–(iv) is given by the formula specifying dU. In particular, if U1 is any open sub-

set of U, the coordinates on U restrict to coordinates on U1, and the formula for dU1 coincides

with the formula for (dU)|U1 . Hence, we can define d globally by declaring (dω)|U = dU(ω|U)

for all differential forms ω, where U is any coordinate neighborhood. It remains to check that

d is well-defined; but this is elementary, since for any pair of coordinate charts U and V, we

have

(dU(ω|U))|U∩V = dU∩V(ω|U∩V) = (dV(ω|V))|U∩V.
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It is clear that d has properties (i)–(iv), since dU has these properties for all U. �

Definition 1.25.3. Let M and N be smooth manifolds, and let ϕ : M → N be a smooth

map. We define the pullback of a k–form as follows:

(i) If f : N → R is a 0–form (i.e., a function), then ϕ∗(f) = f ◦ ϕ.

(ii) If ω ∈ Ωk(N), then

(ϕ∗ω)(x)(v1, ..., vk) = ω(ϕ(x))(dϕ(v1), ..., dϕ(vk)),

where v1, ..., vk ∈ TxM , and x ∈M .

Remark 1.25.4. The following facts are straightforward:

(i) If ω is a smooth differential form, then ϕ∗ω is easily observed to be a smooth

differential form.

(ii) The pullback of a k–form is a k–form.

(iii) The pullback is linear, and moreover, is compatible with the wedge product in the

sense that

ϕ∗(σ ∧ τ) = (ϕ∗σ) ∧ (ϕ∗τ).

This can be formulated as stating that ϕ∗ : Ωk(N) → Ωk(M) is an algebra homo-

morphism.

Theorem 1.25.5. Let ϕ : M → N be a smooth map between smooth manifolds. Then

d ◦ ϕ∗ = ϕ∗ ◦ d.

Proof. We first prove the statement on 0–forms. To this end, let f : N → R be a

smooth function. Then, for v ∈ TxM , we compute

(d ◦ ϕ∗)(f)(v) = d(f ◦ ϕ)(v) = (df ◦ dϕ)(v) = ϕ∗(df)(v) = (ϕ∗ ◦ d)(f)(v).

Suppose now that ω ∈ Ω1(N) is a 1–form given by ω = df . Then

(d ◦ ϕ∗)(ω) = d(ϕ∗(df)) = d(ϕ∗ ◦ d(f)) = d(d ◦ ϕ∗(f)) = 0.

Similarly,

(ϕ∗ ◦ d)(ω) = ϕ∗(dω) = ϕ∗(d2f) = ϕ∗(0) = 0.

From these two cases, and the fact that ϕ∗ is an algebra homomorphism, the result is estab-

lished in general by checking it locally on k–forms ω restricted to local coordinate neighbor-

hoods

ω|U =
∑

1<i1<···<ik

ai1···ikdx
i1 ∧ · · · ∧ dxik .

This task is left to the reader. �
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1.26. de Rham Cohomology

Definition 1.26.1. Let α ∈ Ωp(M) be a smooth p–form. We will say that α is closed if

dα = 0, i.e., α lies in the kernel of d. If α lies in the image of d, i.e., if there exists a

(p− 1)–form β such that α = dβ, then we say that α is exact.

Example 1.26.2. We have all seen closed and exact forms, long ago, in our undergraduate

courses on vector calculus (see, e.g., [57]). If F is a vector field on R3, then the curl of F can

be written as

curl(F) = (?d(F]))[

(see § 1.6 for the definition of the Hodge ?–operator). We know that F is irrotational if

curl(F) = 0. Hence, from the invertibility of the Hodge ?–operator, irrotational vector fields

correspond to closed 1–forms. On the other hand, we say that F is a gradient field if F = ∇f
for some smooth function f . Since (∇f)] = df , we see that gradient fields correspond (via

the musical isomorphism) to exact 1–forms.

Remark 1.26.3. Since the exterior derivative has the nilpotent property d2 = d ◦ d = 0,

every exact form is closed. The failure of the converse to hold is measured by the de Rham

cohomology groups:

Definition 1.26.4. The cohomology of the complex (Ω•(M), d) defines the de Rham coho-

mology groups:

Hp
DR(M,R) :=

{α ∈ Ωp(M) : dα = 0}
{dβ : β ∈ Ωp−1(M)}

.

For k ∈ N0, we define the kth Betti number

bk(M) := dimRH
p
DR(M,R).

Remark 1.26.5. It is clear that the de Rham cohomology groups are diffeomorphism-

invariant. That is, if M and N are diffeomorphic, then Hp
DR(M,R) ' Hp

DR(N,R) for all

p ∈ N0. We will see toward the end of this section that the de Rham cohomology groups

depend only on the topology of the underlying smooth manifold.

Example 1.26.6. We observe that H0(M,R) is the space of locally-constant functions,

modulo constant functions. Hence, b0(M) measures the number of connected components of

M .

Example 1.26.7. The vector space H1
DR(M,R) measures the failure of a closed 1–form to

be the exterior derivative of a function. In the classical language of vector calculus (with

M = R3) this is equivalent to measuring the obstruction to every irrotational vector field

(i.e., a vector field F with curl(F) = 0) being a gradient field (i.e., F = ∇f , for some smooth
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function f). If M is simply connected, then H1
DR(M,R) = 0, but the converse is not true

in general. For instance, the Alexander Horned sphere [6] has H1
DR(M,R) = 0, but is not

simply connected (see, e.g., [57]).

Example 1.26.8. The vector space H2
DR(M,R) also appears in vector calculus. This de

Rham cohomology group measures the failure of an incompressible vector field (i.e., a vector

field F with div(F) = 0) to be solenoidal (i.e., F = curl(G) for some vector field G).

1.27. The Poincaré Lemma

Let us show that Hk
DR(Rn,R) = 0 for all k > 0. Since Rn is diffeomorphic to the unit ball

centered at the origin in Rn, it suffices to show that Hk
DR(Bn,R) = 0. For this, we need the

following lemma:

Lemma 1.27.1. Let M be a smooth manifold. Then for each k, consider the maps

Ωk−1(M)
d−−−→ Ωk(M)

d−−−→ Ωk+1(M).

Suppose there exist linear maps

Hk−1 : Ωk(M) −→ Ωk−1(M), Hk : Ωk+1(X) −→ Ωk(M)

such that

Hk ◦ d+ d ◦Hk−1 = idk,

where idk denotes the identity map on Ωk(X). Then Hk
DR(M,R) = 0.

Proof. Let ω ∈ Ωk(M) be a closed k–form. Then

ω = id(ω) = (Hk ◦ d+ d ◦Hk−1)(ω) = Hk(dω) + d(Hk−1(ω)) = d(Hk−1(ω)).

�

Definition 1.27.2. Let M be a smooth manifold. A sequence of linear maps

Hk : Ωk+1(M) −→ Ωk(M),

where k ∈ N0, satisfying

Hk ◦ d+ d ◦Hk−1 = idk

for all k, is called a homotopy operator.

Theorem 1.27.3. (the Poincaré lemma). Let Bn ⊂ Rn denote the unit ball centered at the

origin in Rn. Then for all k > 0,

Hk
DR(Bn,R) = 0.
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Proof. From the previous lemma, it suffices to construct a homotopy operator. For

each k, the maps will be required to be linear, it suffices to define Hk−1 on forms

ω = fdxi1 ∧ · · · ∧ dxik .

With ω defined as above, set

Hk−1(ω)(x) :=

(∫ 1

0
tk−1f(tx)dt

)
σ,

where

σ := xi1dx
i2 ∧ · · · ∧ dxik − xi2dxi1 ∧ dxi3 ∧ · · · ∧ dxik

+ · · ·+ (−1)k−1xikdx
i1 ∧ · · · ∧ dxik−1 .

Note that σ is precisely the (k−1)–form such that dσ = kdxi1 ∧· · ·∧dxik . It suffices to show

that

Hk ◦ d+ d ◦Hk−1 = idk.

To this end, compute

(d ◦Hk−1)(ω)(x) = d

[(∫ 1

0
tk−1f(tx)dt

)
σ

]
=

n∑
j=1

∂xj

(∫ 1

0
tk−1f(tx)dt

)
dxj ∧ σ +

(∫ 1

0
tk−1f(tx)dt

)
dσ

=
n∑
j=1

(∫ 1

0
tk−1∂xj (f(tx))dt

)
dxj ∧ σ +

(∫ 1

0
tk−1f(tx)dt

)
dσ

=

n∑
j=1

(∫ 1

0
tkfxj (tx)dt

)
dxj ∧ σ + k

(∫ 1

0
tk−1f(tx)dt

)
dxi1 ∧ · · · ∧ dxik .

On the other hand, we have

(Hk ◦ d)(ω)(x) = Hk

 n∑
j=1

fxjdx
j ∧ dxi1 ∧ · · · ∧ dxik


=

n∑
j=1

(∫ 1

0
tkfxj (tx)dt

)
(xjdx

i1 ∧ · · · ∧ dxik − dxj ∧ σ).



28 1. SMOOTH MANIFOLDS

Combining these expressions yields

(d ◦Hk−1 +Hk ◦ d)(ω)(x)

=

k(∫ 1

0
tk−1f(tx)dt

)
+

n∑
j=1

(∫ 1

0
tkfxj (tx)xjdt

) dxi1 ∧ · · · ∧ dxik
=

[∫ 1

0

(
ktk−1f(tx) + tk

d

dt
f(tx))

)
dt

]
dxi1 ∧ · · · ∧ dxik

=

(∫ 1

0

d

dt
(tkf(tx))dt

)
dxi1 ∧ · · · ∧ dxik

=
[
tkf(tx)

]1

0
dxi1 ∧ · · · ∧ dxik

= f(x)dxi1 ∧ · · · ∧ dxik = ω(x),

for all x ∈ Bn. �

Remark 1.27.4. The homotopy operator constructed in the proof of the Poincaré lemma

are not plucked out of thin air. To illuminate their definition, let us observe that for a vector

v in vector space V , we can define a map

iv : Λk(V ∗) −→ Λk−1(V ∗), iv(ω)(u1, ..., uk−1) = ω(v, u1, ..., uk−1).

The map i· : V ⊗ Λk(V ∗)→ Λk−1(V ∗) is bilinear.

Definition 1.27.5. The bilinear map i· : V ⊗ Λk(V ∗) −→ Λk−1(V ∗) defined by

iv : Λk(V ∗) −→ Λk−1(V ∗), iv(ω)(u1, ..., uk−1) = ω(v, u1, ..., uk−1)

is called the interior product.

Remark 1.27.6. The (k − 1)th homotopy operator Hk−1 is given by applying ix to ω and

averaging over the line through the origin in the direction of x.

Remark 1.27.7. The above theorem is, in fact, a special case of a more general result: Let

U be a smooth manifold. Suppose there exists a smooth map Ψ : U × (−ε, 1 + ε) → U,

where Ψ(u, 1) = u for all u ∈ U, and Ψ(u, 0) = u0 for all u ∈ U, and some u0 ∈ U. Then

Hk
DR(U) = 0 for all k ∈ N.

The map Ψ is a smooth homotopy. The theorem asserted here states that if U is smoothly

homotopic to a point, then the cohomology of U is the cohomology of a point. In the theorem

we proved above, the smooth homotopy is given by

Ψ(x, t) := tx, t ∈ (−ε, 1 + ε), x ∈ Bn.
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Remark 1.27.8. The proof of the Poincaré lemma given above works equally well for do-

mains which are star-shaped, i.e., there is a point x0 ∈ U such that the line segment joining

x0 to any other point in U is contained in U.

1.28. Singular Homology

In general, the de Rham cohomology groups are difficult to calculate, even for very simple

manifolds. Knowing that certain de Rham cohomology groups vanish, however, can be very

fruitful. De Rham’s theorem asserts that the de Rham cohomology groups are isomorphic

to the singular cohomology groups. As a consequence, one can work with singular coho-

mology for the purposes of calculations, and then appeal to de Rham’s theorem to deduce

the vanishing of the de Rham cohomology groups. In more detail, let us make the following

definition:

Definition 1.28.1. Define the standard p–simplex by

∆p :=

{
(x0, ..., xp) ∈ Rp+1 :

p∑
i=0

xi = 1, xi ≥ 0

}
.

We orient ∆p with respect to the normal e = (1, 1, ..., 1) ∈ Rp+1. Let ∆
(i)
p : ∆p−1 → ∆p

denote the ith face of ∆p defined by (x0, ..., xp−1) 7→ (x0, ..., xi−1, 0, xi, ..., xp−1).

Definition 1.28.2. Let M be a smooth manifold. Recall that a singular p–chain is a formal

linear combination
∑

k akfk, where fk : ∆p →M are maps from the standard p–simplex

∆p :=

{
(x1, ..., xp) ∈ Rp :

p∑
i=1

xi = 1

}
into M . The singular p–chain is said to be integral if the coefficients ak are integers.

Definition 1.28.3. We will declare a singular p–chain to be piecewise smooth if the maps fk

extend to C∞ maps in a neighborhood of ∆p into M . The space of piecewise smooth integral

p–chains is denoted by C
ps
p (M,Z).

Let δ : Cps
p (M,Z)→ C

ps
p−1(M,Z) be the boundary morphism defined by

δ(γ) :=

p∑
i=1

(−1)iγ ◦∆(i)
p .

Observe that this endows C
ps
• (M,Z) with the structure of a complex, since:

Proposition 1.28.4. The boundary morphism δ : Cps
p (M,Z) → C

ps
p−1(M,Z) is nilpotent in

the sense that δ2 = 0.
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Proof. We first compute

∆(i)
n ◦∆

(j)
n−1(x0, ..., xn−1) = ∆(i)

n (x0, ..., xj−1, 0, xj , ..., xn−1)

= (x0, ..., xj−1, 0, xj , ..., xi−2, 0, xi−1, ..., xn−2)

= ∆(j)
n (x0, ..., xi−2, 0, xi−1, ..., xn−1)

= ∆(j)
n ◦∆

(i−1)
n−1 (x0, ..., xn−1).

By the linearity of δ, we need only show that δ2 = 0 for the standard simplices. To this end,

we have

δp ◦ δp+1(∆p+1) = δp

(
p+1∑
i=0

(−1)i∆
(i)
p+1

)

=

p+1∑
i=0

(−1)iδp(∆
(i)
p+1)

=

p+1∑
i=0

(−1)i
p∑
j=0

(−1)j∆
(j)
p+1 ◦∆(i)

p

=
∑

0≤j<i≤p+1

(−1)i+j∆
(i)
p+1 ◦∆(j)

p +
∑

0≤i≤j≤p
(−1)i+j∆

(i)
p+1 ◦∆(j)

p

=
∑

0≤j<i≤p+1

(−1)i+j∆
(j)
p+1 ◦∆(i−1)

p +
∑

0≤i≤j≤n
(−1)i+j∆

(i)
p+1 ◦∆(j)

p .

Since, after reindexing the second summation, the second summation is merely the negative

of the first summation, the claim follows. �

Let δ denote the boundary morphism associated to the complex C•(M,Z) of integral singular

p–chains. It is clear that the image of a piecewise smooth integral chain under δ will also be

a piecewise smooth integral chain. Hence, Cps
• (M,Z) forms a subcomplex of C•(M,Z). We

can therefore define the homology associated to the complex (Cps
• (M,Z), δ):

Definition 1.28.5. Let Z
ps
p (M,Z) := ker(δ : C

ps
p (M,Z) → C

ps
p−1(M,Z)). The homology

groups of the complex (Cps
• (M,Z), δ) are denoted

Hps
p (M,Z) :=

Z
ps
p (M,Z)

δCps
p+1(M,Z)

.

Observe that since the inclusion map C
ps
• (M,Z)→ C•(M,Z) induces an isomorphism6

Hps
p (M,Z) ' Hp(M,Z),

6The details can be found in the beautiful set of notes by Viaclovsky [304].
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every homology class in Hp(M,Z) can be represented by a piecewise smooth p–cycle. More-

over, if a piecewise smooth p–cycle σ is homologous to 0 (in the sense of singular homology),

then there is a piecewise smooth (p+ 1)–chain τ with σ = δτ .

1.29. Integration of Forms

The relation between the homology groups Hps
p (M,Z) and the de Rham cohomology groups

Hp
DR(M,R) is given by integrating forms on chains. We therefore need to make sense of

integration of p–forms on a smooth manifold.

Definition 1.29.1. Let M be a topological space. A boundary chart centered at a point

x ∈M is a continuous map ϕ : U→ V from an open set U ⊆M to a (relatively) open subset

V of Rn−1 × {xn ≥ 0} with ϕ(x) ∈ Rn−1 × {0}.

Definition 1.29.2. Let M be a topological space. A smooth boundary atlas A is a collection

of maps ϕα : Uα → Vα each of which is either a chart or a boundary chart for M such that

M is covered by the open sets Uα and such that ϕα ◦ ϕ−1
β is a smooth between open subsets

of Rn−1 × {xn ≥ 0} for each α and β.

Let M be a smooth manifold with boundary. The boundary of M is the subset ∂M ⊂ M

consisting of those points x ∈M for which there is a boundary chart about x.

Remark 1.29.3. As in the case of smooth atlases, two smooth boundary atlases are said to

be equivalent if their union is again a smooth boundary atlas.

Definition 1.29.4. A smooth manifold with boundary is a paracompact Hausdorff topological

space M endowed with an equivalence class of smooth boundary atlases.

The existence proof of partitions of unity on manifolds (without boundary) readily extends

to the case of manifolds with boundary. The only distinction is that we include functions

with support B(r) × [0, r), but these can be constructed from smooth compactly supported

functions we’re already familiar with [10]:

Proposition 1.29.5. Let M be a smooth manifold with boundary. Then there exists a

partition of unity on M subordinate to any boundary atlas for M .

Since we want to understand integration on manifolds with boundary, we need to understand

orientation. If M is a manifold with boundary, we say that M is oriented if M supports a

smooth boundary atlas whose transition maps are orientation-preserving. From [10, Propo-

sition 14.2.1], we have:

Proposition 1.29.6. Let M be an oriented smooth manifold with boundary. Then the

boundary ∂M is an oriented smooth manifold of dimension dimRM − 1.
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The orientation on ∂M given by the above Proposition is referred to as the induced orienta-

tion.

Let us now make sense of integrating differential forms on manifolds with boundary: Let

M be a compact oriented smooth manifold with boundary. Let (ρα)α∈A be a partition of

unity subordinate to an oriented boundary atlas for M such that for each α there is an

oriented chart ϕα : Uα → Vα such that supp(ρα) ⊂ Uα. For a smooth n–form η ∈ Ωn
M , write

η =
∑

α ραη as a sum of n–forms, supported in charts. The integral
∫
M ω is then understood

to be the sum of the integrals in each chart upon inserting the coordinate tangent vectors of

that chart into ω, i.e.,∫
M
η :=

∑
α∈A

∫
Vα

((ϕ−1
α )∗(ραη))(e1, ..., en)dx1 ∧ · · · ∧ dxn.

It is not hard to check that the above definition is well-defined, independent of the choice of

partition of unity (see, e.g., [10, §14.4]).

1.30. Stokes’ Theorem

We now state the higher-dimensional incarnation of the fundamental theorem of calculus [10,

Proposition 14.5.1]:

Theorem 1.30.1. (Stokes’ theorem). Let M be a compact oriented smooth manifold with

boundary ∂M . For any ω ∈ Ωn−1(M),∫
M
dω =

∫
∂M

ω,

where the integral on the right-hand side is understood to be with respect to the induced

orientation on ∂M , integrating the pullback ι∗ω under the inclusion map ι : ∂M ↪→M .

Remark 1.30.2. An immediate corollary: If M is compact, without boundary, the integral

of the exterior derivative of any (n− 1)–form vanishes identically.

1.31. The de Rham Theorem

Let ω ∈ Ωp(M) be a smooth p–form on M . Let σ =
∑

k akfk be a piecewise smooth p–chain.

Integration provides the pairing:

〈ω, σ〉 :=

∫
σ
ω =

∑
k

ak

∫
∆p

f∗kω.

We will construct a map H•DR(M) → H•sing(M). To this end, let ω ∈ Ωp(M) be a smooth

closed p–form (i.e., dω = 0), and σ the boundary of a piecewise smooth (p+ 1)–chain τ (i.e.,
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σ = δτ). By Stokes’ theorem: ∫
σ
ω =

∫
δτ
ω =

∫
τ
dω = 0.

Let η = ω + dϕ, for some ϕ ∈ Ωp−1(M). Then, for σ a piecewise smooth p–chain (not

necessarily a boundary), a further application of Stokes’ theorem yields:∫
σ
ω −

∫
σ
η = −

∫
σ
dϕ = 0.

The de Rham theorem states that this map is not only well-defined, but an isomorphism:

Theorem 1.31.1. (de Rham theorem). The map

H•DR(M,R) −→ H•sing(M,R)

is an isomorphism.

Example 1.31.2. The Betti numbers of the (real) n–torus Tn ' S1 × · · · × S1 (n times) are

bp(Tn) = dim Λp(Rn) =

(
n

p

)
,

for each 0 ≤ p ≤ n.

T2

1.32. Poincaré Duality

Since the bilinear form Hp
DR(M,R)×Hn−p

DR (M,R) −→ R, defined by

(ω, η) 7→
∫
M
ω ∧ η

is non-degenerate, we see that

Theorem 1.32.1. (Poincaré duality). Let M be a compact oriented smooth manifold of

dimension n. Then for all p ≥ 0,

Hp
DR(M,R) ' Hn−p

DR (M,R).

Since Hp(M,R) ' Hp
DR(M,R), we have

Corollary 1.32.2. Let M be a compact oriented smooth manifold of dimension n. Then for

all p ≥ 0,

Hp(M,R) ' Hn−p
DR (M,R).
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Complex Manifolds

A smooth manifold, as we defined in the previous section, is a Hausdorff space locally modeled

on Rn; moreover, the model is required to have C∞ regularity. The regularity requirement

is meaningful since it is defined exclusively in terms of the regularity of functions on open

subsets of Rn. The same will be true of complex manifolds – Hausdorff spaces locally modeled

on Cn, with the regularity of the model required to be holomorphic. We begin by reminding

the reader of the meaning of holomorphy for functions of several complex variables.

2.1. Holomorphic Functions of Several Complex Variables

Let U be a connected open subset of Cn. Write z = (z1, ..., zn) for the coordinates on Cn

(and hence, on U).

Definition 2.1.1. A function f : U→ C is said to be k–differentiable (for k = R or C) at a

point z ∈ U if

f(z + ε) = f(z) + df(ε) + o(ε),

where df is a k–linear function, and o(ε)/|ε| → 0 as ε→ 0. We refer to df as the differential

of f .

If f : U→ C is R–differentiable, then we can write the differential in real coordinates as

df =
n∑
ν=1

(
∂f

∂xν
dxν +

∂f

∂yν
dyν

)
.

Setting zν := xν +
√
−1yν and zν := xν −

√
−1yν , we may write

df =

n∑
ν=1

(
∂f

∂zν
dzν +

∂f

∂zν
dzν

)
,

where, for each ν = 1, ..., n, we have

∂f

∂zν
:=

1

2

(
∂f

∂xν
−
√
−1

∂f

∂yν

)
and

∂f

∂zν
:=

1

2

(
∂f

∂xν
+
√
−1

∂f

∂yν

)
.

We write

∂f :=

n∑
ν=1

∂f

∂zν
dzν , ∂̄f :=

n∑
ν=1

∂f

∂zν
dzν .

34
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Observe that since df(
√
−1w) =

√
−1∂f(w)−

√
−1∂̄f(w), comparing this with

√
−1df(w) =√

−1∂f(w) +
√
−1∂̄f(w), we see that df is complex differentiable only if ∂̄f vanishes identi-

cally:

Theorem 2.1.2. Let f : U → C be a function which is R–differentiable at a point z ∈ U.

Then f is C–differentiable if and only if the Cauchy–Riemann equations

∂̄f = 0

hold.

Remark 2.1.3. Observe that the Cauchy–Riemann condition is equivalent to the system 2n

real equations:

∂

∂xν
Re(f) =

∂

∂yν
Im(f),

∂

∂yν
Re(f) = − ∂

∂xν
Im(f),

where ν = 1, ..., n. For n > 1, the system is overdetermined, which is one of the principal

differences between the function theory of several complex variables and the function theory

of a single complex variable.

Definition 2.1.4. A function f : U → C is said to be holomorphic at a point p ∈ U if it is

C–differentiable in some neighborhood of p.

Remark 2.1.5. The definition of holomorphic extends readily to maps f : U ⊆ Cn → Cm.

Indeed, we can write such a map locally as f(z) = (f1(z), ..., fm(z)), where z = (z1, ..., zn).

Then f is said to be holomorphic if each of the component functions fα are holomorphic

functions for 1 ≤ α ≤ m.

Remark 2.1.6. There is a subtlety concerning the definition of holomorphy and C–differentiability

on closed sets, as the example on [266, p. 14] illustrates.

2.2. Pluriharmonic and Plurisubharmonic Functions

Remark 2.2.1. Recall that the real and imaginary parts of a holomorphic function f :

U ⊆ C → C are harmonic. In the higher-dimensional setting, we have the following: Let

f : U ⊆ Cn → C be a holomorphic function. Set

u := Re(f) =
1

2
(f + f), v := Im(f) =

1

2
(f − f).

Then

∂u

∂zν
=

1

2

(
∂f

∂zν
+
∂f

∂zν

)
=

1

2

∂f

∂zν
.
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Since partial derivatives of holomorphic functions are holomorphic (see, e.g., [266, p. 20]),

we see that for any µ, ν = 1, ..., n,

∂2u

∂zµ∂zν
=

1

2

∂

∂zµ

∂f

∂zν
= 0. (2.2.1)

This motivates the following definition:

Definition 2.2.2. Let U ⊆ Cn be a connected open set. We say that a C2–function u : U→ R
is pluriharmonic if

∂∂̄u = 0.

Example 2.2.3. The above discussion shows that the real part of a holomorphic function

is pluriharmonic. The argument extends immediately to show that the imaginary part of a

holomorphic function is also pluriharmonic. By expanding (2.2.1) in real coordinates and

setting µ = ν, it readily follows that pluriharmonic functions are harmonic.

The following natural extensions of subharmonic functions will play an important role:

Definition 2.2.4. Let U ⊂ Cn be a connected open set. We say that a C2–function ϕ : U→ R
is plurisubharmonic (respectively, strictly plurisubharmonic) at a point p ∈ U if the complex

Hessian (
∂2ϕ

∂zi∂zj

)
is positive-semi-definite (respectively, positive-definite) at p. We say that ϕ is plurisub-

harmonic on U if it is plurisubharmonic for every point p ∈ U (and similarly, for strict

plurisubharmonicity).

Remark 2.2.5. We emphasize that plurisubharmonicity is the familiar convexity suitably

relaxed such that the notion is invariant under biholomorphism.

Remark 2.2.6. It is sometimes more advantageous to consider the more general definition of

plurisubharmonic functions: An upper semi-continuous function f : U ⊆ Cn → R ∪ {−∞} is

said to be plurisubharmonic if the restriction of f to any complex line in U is a subharmonic

function.

Example 2.2.7.

(i) If f : U → C is a holomorphic function, then log |f |2 is plurisubharmonic. If f

vanishes, we understand log |f |2 to be plurisubharmonic in the sense of 2.2.6.

(ii) The pointwise limit of any decreasing sequence of plurisubharmonic functions is

plurisubharmonic.
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(iii) If u1, ..., up ∈ PSH(U) and χ : Rp → R is a convex function such that χ(t1, ..., tp) is

an increasing function in each tj , then χ(u1, ..., up) ∈ PSH(U). In particular, if f is

holomorphic, then by taking u = log |f | and χ(t) = eεt for ε > 0, the function |f |ε

is plurisubharmonic.

2.3. Complex Manifolds

Definition 2.3.1. Let X be a smooth manifold of (real) dimension dimR(X). We say that

X is a complex manifold if X admits an atlas whose transition maps are holomorphic. The

complex dimension of X is defined to be dimCX := 1
2 dimRX.

2.4. Complex Submanifolds

Definition 2.4.1. Let X be a complex manifold. A smooth submanifold Y ⊆ X is said

to be a complex submanifold of (complex dimension k) if for all y ∈ Y , there is an open

neighborhood U ⊂ X and a holomorphic chart ϕ : U→ Cn such that ϕ(Y ∩U) = ϕ(U)∩Ck.

Example 2.4.2. The simplest example of a complex manifold is complex Euclidean space

Cn. The real dimension of Cn is dimRCn = 2n, and the complex dimension is dimCCn = n.

Remark 2.4.3. On R2, there are precisely two distinct complex structures: the canonical

structure on C and that of the unit disk in C. For n > 1, however, R2n affords an infinite

number of different complex structures. As discovered by Calabi–Eckmann [72], there is even

a complex structure on R2n which does not admit any non-constant holomorphic functions.

Example 2.4.4. From 1.7.3, observe that the transition maps for complex projective space

Pn are holomorphic. In particular, Pn is a compact complex manifold of (complex) dimension

n.

Remark 2.4.5. There is only one complex structure on P1 and P2. That is, any complex

manifold diffeomorphic to Pn is biholomorphic to Pn if n = 1 or n = 2. The uniqueness of

the complex structure on Pn for n = 3 is intimately related to the existence of a complex

structure on S6. Indeed, it is an old observation of Hirzebruch [167] that if S6 supports a

complex structure (i.e., is diffeomorphic to a complex manifold), then the blow-up of S6 at

one point is diffeomorphic to an exotic1 P3. Let us note that the only spheres which can be

complex manifolds are S2 (with the P1 complex structure) and S6. We know that S2 is a

complex manifold, but it remains open as to whether S6 supports a holomorphic atlas.

1It is clear that this exotic P3 is not Kähler: From the vanishing of the fourth Betti number, S6 is not

balanced. Alessandrini–Bassanelli showed that the balanced condition is preserved under bimeromorphic map

(in particular, under blow-ups). Hence, the exotic P3 does not admit a balanced metric, let alone a Kähler

metric.
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Terminology 2.4.6. A complex manifold of (complex) dimension 1 is referred to as a Rie-

mann surface. This is unfortunate, since a complex surface will always be understood to be

a complex manifold of (complex) dimension 2. A Riemann surface that is projective (i.e.,

admits a holomorphic embedding into some Pn) is typically referred to as a curve.

2.5. Stein Manifolds

Remark 2.5.1. Complex manifolds are significantly more rigid than their real smooth coun-

terparts. The most notable example is the failure of the holomorphic analog of the Whitney

embedding theorem. Indeed, no compact complex manifold supports a holomorphic embed-

ding to Cn for any n ∈ N. Suppose otherwise, and let X ↪→ Cn be a holomorphic embedding

of a compact complex manifold X. The coordinates on Cn restrict to X yielding bounded

(in modulus) holomorphic functions, which will attain a local maximum. By the maximum

principle, such functions must be constant.

Those complex manifolds which do admit a holomorphic embedding into some Cn form the

important class:

Definition 2.5.2. A complex manifold S is said to be Stein if there is a holomorphic em-

bedding S ↪→ Cn for some n ∈ N.

Example 2.5.3. A Riemann surface is Stein if and only if it is not compact. An open set

D ⊂ Cn is Stein if and only if it is holomorphically convex, or equivalently, by the Cartan–

Thullen theorem, a domain of holomorphy. By Cartan’s theorem B, Stein manifolds may be

characterized by the vanishing of the higher sheaf cohomology Hq(X,S ) = 0 (q ≥ 1) for any

coherent analytic sheaf S . We invite the reader to consult [144, 266] for the proofs of these

statements and further details.

Remark 2.5.4. Algebraic geometers will recognise that Stein manifolds are the analytic

cousins of the familiar affine varieties (in the sense of GAGA [229]).

Remark 2.5.5. Stein manifolds X capture the idea of admitting an abundance of holo-

morphic functions X → C (see, e.g., [198]). It is natural to ask whether there is any rich

structure to the class of manifolds for which there are no holomorphic functions X → C.

This class of manifolds is easily seen to be too vast: Every compact complex manifold resides

within this class by 2.5.1. One does obtain a rich class of complex manifolds; however, if one

considers the question of the existence of holomorphic maps C→ X:

2.6. Brody Hyperbolicity

Definition 2.6.1. A complex manifold X is said to be Brody hyperbolic if there are no entire

curves, i.e., non-constant holomorphic maps C→ X.
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Example 2.6.2. The unit disk D ⊂ C is Brody hyperbolic by Liouville’s theorem.

2.7. Kobayashi Hyperbolicity

A significant class of Brody hyperbolic manifolds is given by the following class of manifolds

introduced by Kobayashi:

Definition 2.7.1. (Kobayashi pseudodistance). LetX be a complex manifold. The Kobayashi

pseudodistance dX on X is defined, for p, q ∈ X

dX(p, q) := inf
m∑
j=1

dρ(sj , tj),

where the infimum is taken over all m ∈ N, all pairs of points (sj , tj) ∈ D × D, and all

collections of holomorphic maps fj : D → X, where j = 1, ...,m, such that f1(s1) = p,

fm(tm) = q, and fj(tj) = fj+1(sj+1) for j = 1, ...,m− 1.

Remark 2.7.2. It is straightforward to verify that dX defines a pseudo-distance in the

sense that dX is symmetric and satisfies the triangle inequality. In general, however, dX

may degenerate in the sense that dX(p, q) = 0 for p 6= q. Indeed, this is the case for the

Kobayashi pseudodistance on the complex line C, or projective line P1. On the other hand,

the Kobayashi pseudodistance on the disk D coincides with the Poincaré distance function,

i.e., dD = dρ. Hence, in this case, the Kobayashi pseudo-distance is non-degenerate and

defines an honest distance function.

Remark 2.7.3. The Kobayashi pseudodistance has the important property that it does not

increase under holomorphic maps, i.e., for any holomorphic map f : X → Y , we have

dY (f(p), f(q)) ≤ dX(p, q).

This property, together with the fact that the Kobayashi pseudodistance on C is identically

zero, i.e., dC ≡ 0, we have

Proposition 2.7.4. Let X be a complex manifold for which any two points p, q ∈ X are

connected by an entire curve C→ X. Then the Kobayashi pseudodistance is identically zero,

dX ≡ 0.

Remark 2.7.5. More generally, the above proposition can be formulated with the assump-

tion that any two points p, q ∈ X are connected by a (finite) chain of entire curves C→ X.

Definition 2.7.6. A complex manifold X is said to be Kobayashi hyperbolic if the Kobayashi

pseudodistance dX is an honest distance function, in the sense that dX is non-degenerate.
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Example 2.7.7. Since a complex manifold is Kobayashi hyperbolic if and only if its universal

cover is Kobayashi hyperbolic [194], the uniformization theorem tells us that a compact

Riemann surface is Kobayashi hyperbolic if and only if the genus is g ≥ 2. In particular, the

projective line P1 and elliptic curves T = C/Λ, are not Kobayashi hyperbolic.

Observe that an immediate consequence of the distance-decreasing under holomorphic maps

property of the Kobayashi pseudo-distance is the following:

Proposition 2.7.8.

(i) Closed complex submanifolds of Kobayashi hyperbolic manifolds are Kobayashi hy-

perbolic.

(ii) If X is Kobayashi hyperbolic, then X is Brody hyperbolic.

The second claim follows from the fact that holomorphic maps are distance-decreasing for

the Kobayashi pseudo-distance, and the Kobayashi pseudodistance of C vanishes identically.

2.8. Brody’s Theorem

If X happens to be compact, however, then the two notions coincide [65, 336]:

Theorem 2.8.1. (Brody’s theorem). Let X be a compact complex manifold. Then X is

Kobayashi hyperbolic if and only if X is Brody hyperbolic.

Proof. Suppose there is a non-constant entire curve C → X. From the distance-

decreasing property of the Kobayashi pseudo-distance, we see that df∗X ≤ dC = 0, and

therefore, X is not Kobayashi hyperbolic.

Conversely, suppose that X is not Kobayashi hyperbolic. Then there is a sequence of holo-

morphic maps fν : D → X such that |f ′ν(0)|2ω → ∞. To see this, we observe that if this is

not the case, then there is a constant C > 0 such that |f ′(0)|2ω ≤ C for all holomorphic maps

f : D→ X. Since D is homogeneous, |f ′(z)|2ω ≤ C for any holomorphic map f : D→ X and

any z ∈ D. Hence,

dρ(0, z) =
1

2
ln

(
1 + |z|
1− |z|

)
≥ |z| ≥ C−1dω(f(0), f(z)),

where dρ is the Poincaré distance on D and dω is the distance function associated to the

Hermitian metric ω. In particular, the length of any chain of holomorphic disks from p to

q in X is at least C−1dω(p, q) > 0, which violates the assumption that X is not Kobayashi

hyperbolic.

Given the sequence fν : D → X with |f ′ν(0)|2ω → ∞, we apply the Brody reparametrization

lemma to obtain holomorphic maps gν = fν ◦ ψν : D(Rν)→ X such that

|g′ν(t)|2ω ≤
1

1− |t|2/R2
ν

,
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with Rν →∞ and |g′ν(0)|2ω = 1. Since X is compact, the derivatives are uniformly bounded,

by Montel’s theorem we can extract a convergent subsequence gνi : D(Rνi) → X. Since the

radii Rνi →∞, the limit will be a non-constant entire curve g : C→ X with |g′(t)|2ω ≤ 1. �

Example 2.8.2. The above theorem fails in the non-compact case. The standard example

is the domain D ⊂ C2 given by

D = {(z, w) ∈ C2 : |z| < 1, |zw| < 1} − {(0, w) : |w| ≥ 1}.

It is clear that D is not Kobayashi hyperbolic since the distance between the origin and any

point (0, w) ∈ D is zero. In any case, however, there are no entire curves C→ D, rendering

D Brody hyperbolic.

Example 2.8.3. More examples of Brody hyperbolic manifolds which are not Kobayashi

hyperbolic were constructed2 by Eisenman–Taylor [194, p. 130] and Campbell–Howard–

Ochiai [76]. An example of a pseudoconvex (hence, Stein) domain in C2 which is Brody

hyperbolic, but not Kobayashi hyperbolic, was given by Barth [20].

2.9. Holomorphic Vector Bundles

Just as we did in the smooth case, we can define holomorphic immersions, submersions, and

embeddings by requiring that f is holomorphic in the definition. In particular, we have the

following important class of holomorphic submersions:

Definition 2.9.1. Let f : E→ X be a holomorphic submersion between complex manifolds.

We say that f is a holomorphic vector bundle of rank k if the fibers support a complex

vector space structure Ex := f−1(x) ' Ck, for all x ∈ X, and in a neighborhood of every

point x ∈ X, there is an open neighborhood U such that f−1(U) 'bihol. U × Ck. Moreover,

the biholomorphism between f−1(U) and U× Ck restricts the isomorphism of vector spaces

Ex ' Ck for all x ∈ U.

Cautionary Remark 2.9.2. Note that a holomorphic vector bundle is far from a com-

plex vector bundle. A complex vector bundle is merely a smooth vector bundle with fibers

isomorphic to Ck. On the other hand, a holomorphic vector bundle has the fibers varying

holomorphically.

Example 2.9.3. Let X be a complex manifold. The tangent bundle3 T 1,0X is a holomorphic

vector bundle. The holomorphic sections of T 1,0X are called holomorphic vector fields. If

2In effect, the construction amounts to working on a hyperbolic manifold, which is not Kobayashi hyper-

bolic but contains only a few entire curves. Then removing small enough pieces of these curves such that the

resulting domain becomes Brody hyperbolic, without disturbing the absence of Kobayashi hyperbolicity.
3This notation is explained in 2.17.3.
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(z1, ..., zn) denote local holomorphic coordinates on X, a holomorphic vector field ξ is locally

given by

ξ =
∑
α

ξα(z)
∂

∂zα
,

where ξα are locally defined holomorphic functions.

Example 2.9.4. The cotangent bundle T ∗X of a complex manifoldX is a holomorphic vector

bundle. The holomorphic sections of T ∗X are denoted by Ω1,0
X and are called holomorphic

(1, 0)–forms. In local holomorphic coordinates (z1, ..., zn), a holomorphic (1, 0)–form η is

given by

η =
∑
α

ηα(z)dzα.

2.10. The Canonical Bundle

Example 2.10.1. A very important role in complex geometry is played by line bundles –

holomorphic vector bundles of rank 1. Let X be a complex manifold of (complex) dimension

n. The most important line bundle is given by the canonical bundle KX := Λn,0X . The local

holomorphic sections of KX are given by

ω = f(z)dz1 ∧ · · · ∧ dzn,

where f is a locally defined holomorphic function.

2.11. The Tautological Line Bundle

Example 2.11.1. Let V be an (n + 1)–dimensional vector space and write Pn(V ) for the

vector space of lines ` ⊂ V through the origin. Let `x denote the line corresponding to a

point x ∈ Pn. Let E ⊂ Pn × V denote the set of points (x, vx), where vx ∈ `x. On V ,

introduce the coordinates (x0, ..., xn). Let Uα ⊂ V be the open set given by Uα := {xα 6= 0}.
Then E|Uα corresponds to the set of points ξ = (t1 : · · · : tn; y0 : · · · : yn), where yi = tiyα

and ti = xi/xα. The map ξ 7→ ((t1, ..., tn), yα) defines an isomorphism E|Uα ' Uα ' C.

Definition 2.11.2. The tautological bundle OPn(−1) is the line bundle over Pn with fiber

OPn(−1)x ' `x. From 2.11.1, we see that OPn(−1) is a vector bundle of rank 1, i.e., a

(holomorphic) line bundle.

2.12. The Hyperplane Bundle

Example 2.12.1. The hyperplane bundle OPn(1) → Pn is the line bundle corresponding to

a hyperplane in Pn. In more detail, let D ⊂ Pn be the hyperplane corresponding to, say,

x0 = 0. In the open set Uα = {xα 6= 0}, the local equation for this hyperplane is x0/xα.

Associated to D, therefore, is the line bundle whose transition maps are gαβ = xα/xβ. From
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2.11.1, the transition maps of the tautological bundle OPn(−1) are given by hαβ = xβ/xα.

Hence, OPn(1) is the line bundle dual to OPn(−1).

In contrast with OPn(−1) → Pn, there are many global sections of OPn(1) → Pn. We can

identify H0(Pn,OPn(1)) with the space of homogenous polynomials of degree 1 in (n + 1)

variables.

2.13. Associated Projective Bundle

Let E → X be a holomorphic vector bundle of rank k over a complex manifold X. We can

associate to E another holomorphic vector bundle P(E), the projectivized bundle associated

to E, whose fiber over x ∈ X is the complex projective space P(E∗x) ' Pk−1, where E∗ is the

dual bundle.

Observe that since P(E) can be identified with a quotient of the unit sphere bundle of E (for

any Hermitian metric on E), it is clear that P(E) is compact.

This construction will be used extensively in the present manuscript since it gives a means of

associating to a vector bundle E of any rank, a line bundle: Indeed, if E→ X is a holomorphic

vector bundle of rank k, then P(E)→ X is a holomorphic vector bundle of rank k−1. On P(E),

we have the tautological line bundle OP(E)(−1)→ P(E), whose fiber at a point (p, [v]) ∈ P(E)

is the line spanned (over C) by v ∈ E∗p\{0}. The dual of the tautological bundle OP(E)(−1)

is the hyperplane bundle OP(E)(1). The hyperplane bundle over a projectivized bundle will

play a central role in discussions of positivity notions for vector bundles of rank k > 1.

2.14. Blow-ups

Let X be a complex manifold. An important mechanism for generating new complex mani-

folds X̃ which are bimeromorphic but not biholomorphic, is given by blow-ups:

Definition 2.14.1. Let X be a complex manifold and p ∈ X a point. The blow-up of X

at p is a bimeromorphic map f : Blp(X) −→ X given by adjoining Ũ := {(w, `) : w ∈ `} ⊂
U × Pn−1 to X\{p} via the map Ũ\{z = 0} ' U\{p} defined by (z, `) 7→ z. This defines

a bimeromorphic map Blp(X) −→ X which extends to a morphism f : Blp(X) → X. The

preimage E := f−1(p) is isomorphic to P(T 1,0
p X) ' Pn−1, and is called the exceptional divisor

of the blow-up.

Remark 2.14.2. The total space Blp(X) of the blow-up is diffeomorphic to the connected

sum X]Pn−1 of X with Pn−1 endowed with the reverse orientation. A detailed proof of this

assertion is given in [176, Proposition 2.5.8]. The key points here, however, are the following:

The blow-up of Cn at 0 ∈ Cn is biholomorphic to the total space of the tautological bundle
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OPn−1(−1), the exceptional divisor being the zero section of OPn−1(−1). For a complex line

bundle L, the dual of a complex line bundle L is isomorphic (as a complex line bundle)

to the conjugate bundle L. For any x ∈ Pn, projecting away from x defines a line bundle

Pn\{x} → Pn−1 which is isomorphic (as a complex line bundle) to the hyperplane bundle

OPn(1). Indeed, if we abusively write OPn−1(−1) and OPn−1(1) for the total space of the

tautological bundle and hyperplane bundle over Pn−1, respectively, then (i) implies

Cn\{0} ' OPn−1(−1)− E.

Statement (ii) then asserts that OPn−1(−1) ' OPn−1(1) as smooth manifolds, with the diffeo-

morphism mapping the zero section of OPn−1(−1) to the zero section of OPn−1(1). From (iii),

we identify OPn−1(1) ' Pn\{x}, and hence, the one-point compactification is diffeomorphic

to Pn. The geometric picture is that under the identification in (i), real rays directed into

the origin are transformed into rays going out of x in Pn.

2.15. Hermitian Vector Bundles

Definition 2.15.1. Let E → X be a holomorphic vector bundle. A Hermitian metric h on

E is a family of Hermitian inner products hp : Ep×Ep → C smoothly parametrized by p ∈ X.

A holomorphic vector bundle endowed with a Hermitian metric is referred to as a Hermitian

vector bundle.

Example 2.15.2. Let (X,ω) be a complex manifold of (complex) dimension n with canonical

bundle KX = Λn,0X . A Hermitian metric h on KX is given by a volume form (i.e., non-

vanishing section of Λn,nX ).

Remark 2.15.3. Let us consider the special case of a Hermitian metric h on a holomorphic

line bundle L→ X. In a local trivialization for L, the metric h is given by scaling the metric

| · | on C by a positive function e−ϕ, where ϕ is a locally-defined smooth function. As a

consequence, it is common to write h = e−ϕ for a Hermitian metric on a line bundle. The

regularity of ϕ can also be relaxed to allow for singular Hermitian metrics.

Notation 2.15.4. If ξ = {ξ1, ..., ξr} is a local frame for E, defined in an open neighborhood

of x ∈ X, we write

hij(x) := h(ξi(x), ξj(x))

for the components of the metric. We often omit the variable argument and write hij .

Definition 2.15.5. A frame ξ = {ξ1, ..., ξr} is said to be unitary (with respect to h) if

hij = h(ξi, ξj) = δij .

Unitary frames always exist locally: take any given frame and apply the Gram–Schmidt

procedure.
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2.16. Almost Complex Structures

We are primarily interested in how the metric and the complex structure interact and how

this interaction determines the geometry of the manifold. The existence of local holomorphic

coordinates to define a complex manifold is not very amenable to this study. It will therefore

be important to formulate the complex manifold structure differently:

Definition 2.16.1. Let M be a smooth manifold. We say that M supports an almost

complex structure if there is a smooth section J ∈ H0(M,End(TM)) satisfying J2 = −id

as a morphism of bundles. A smooth manifold supporting an almost complex structure J is

said to be an almost complex manifold.

Remark 2.16.2. Since an almost complex structure is an endomorphism of TM , it is locally

described in a coordinate frame:

J = J `kdx
k ⊗ ∂x` .

The condition J2 = −id then reads

Jki J
`
k = −δ`i .

Example 2.16.3. Let e1 = (1, 0) and e2 = (0, 1) denote the standard basis on R2. An

almost complex structure on R2 is given by

J :=

(
0 1

−1 0

)
.

More generally, if idRn denotes the identity matrix on Rn, an almost complex structure on

R2n is given by

J :=

(
0 idRn

−idRn 0

)
.

Example 2.16.4. Consider the unit sphere S2 in R3. On R3, we have a multiplication – the

cross product × – inherited from identifying R3 with the imaginary quaternions. We identify

any point p ∈ S2 with the corresponding vector (also denoted by p) in R3. An almost complex

structure Jp : TpS2 → TpS2 is then given by

Jp(v) := p× v.

Definition 2.16.5. Let f : (X,JX) −→ (Y, JY ) be a smooth map between almost complex

manifolds. We say that f is holomorphic if the differential f∗ : TX −→ TY is compatible

with the complex structure in the sense that

f∗ ◦ JX = JY ◦ f∗.
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Example 2.16.6. Let f : R2 → R2 be a smooth map, and let (x, y) denote the coordinates

on R2. We can write f(x, y) = [u(x, y), v(x, y)]t. The differential is then

f∗ =

(
ux vx

uy vy

)
.

If we endow R2 with the almost complex structure defined in 2.16.3, then f∗ ◦ JR2 = JR2 ◦ f∗
is equivalent to the Cauchy–Riemann equations: ux = vy and vx = −uy.

Example 2.16.7. Any complex manifold supports an almost complex structure. Indeed,

let p ∈ X be a point contained in holomorphic charts ϕ : U → Cn and ψ : V → Cn. Let

JU := ϕ−1
∗ ◦JCn ◦ϕ∗ and JV := ψ−1

∗ ◦JCn ◦ψ∗. Let σ : ϕ(U∩V)→ ψ(U∩V) be the transition

map. Then

JV = ψ−1
∗ ◦ JCn ◦ ψ∗ = ψ−1

∗ ◦ JCn ◦ ψ∗
= ψ−1

∗ ◦ JCn ◦ (σ ◦ ϕ)∗

= ψ−1
∗ ◦ JCn ◦ σ∗ ◦ ϕ∗

= ψ−1
∗ ◦ σ∗ ◦ JCn ◦ ϕ∗

= ϕ−1
∗ ◦ JCn ◦ ϕ∗ = JU.

Hence, J is independent of the chart and yields a well-defined tensor on X.

Remark 2.16.8. It is easy to see that any even-dimensional smooth manifold M admits

a map Jp : TpM → TpM satisfying J2
p = −idp for each p ∈ M . Conversely, any almost

complex manifold must be of even dimension. This certainly does not guarantee that such

maps glue together to yield a section of the endomorphism bundle End(TM). Further, since

the problem of the existence of an almost complex structure can be formulated in terms of

the existence of a section of a vector bundle, characteristic classes give obstructions to finding

an almost complex structure. This will be discussed later.

2.17. Kirchoff’s theorem

Example 2.17.1. An old theorem of Kirchoff [190] states that if Sn supports an almost

complex structure, then Sn+1 is parallelizable. From 1.15.6, we see that the only spheres to

admit almost complex structures are S2 and S6.

Remark 2.17.2. Let V be a real vector space of even (real) dimension. Let J : V → V be a

linear map satisfying J2 = −id. Denote by the same symbol J , the complex-linear extension

of J to the complexification V ⊗R C. From J2 = −id, the eigenvalues of J are ±
√
−1 with

corresponding eigenspaces

V 1,0 := {v −
√
−1Jv : v ∈ V }, V 0,1 := {v +

√
−1Jv : v ∈ V }.
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In particular, we have a splitting of the complexification

V ⊗R C = V 1,0 ⊕ V 0,1, V 1,0 = V 0,1.

The reader can easily show that this splitting structure is, in fact, equivalent to the data of

an almost complex structure on the vector space V . That is, if V is a (real) even-dimensional

vector space with L a complex subspace of V ⊗R C, with the properties L ∩ L = {0} and

L ⊕ L = V ⊗R C, then there is a unique complex linear map J : V → V such that L and

L are the eigenspaces of (the C–linear extension of) J corresponding to
√
−1 and −

√
−1,

respectively.

Definition 2.17.3. Let (X, J) be an almost complex manifold. We say that a vector u ∈
T 1,0X (respectively, v ∈ T 0,1X) is a (1, 0)–tangent vector (respectively, a (0, 1)–tangent

vector). In terms of tangent vectors on TX, a (1, 0)–tangent vector and (0, 1)–tangent vector

is given by

u−
√
−1Ju ∈ T 1,0X, v +

√
−1Jv ∈ T 0,1X,

respectively.

2.18. Integrable Almost Complex Structures

We have seen that a complex manifold, i.e., a smooth manifold supporting a holomorphic

atlas, is an almost complex manifold. The converse is not true and is most notably obstructed

by the integrability of the tangent distribution T 0,1X ⊂ TCX:

Definition 2.18.1. Let (X, J) be an almost complex manifold. The almost complex struc-

ture J is said to be integrable if the tangent distribution T 0,1X is integrable.

Proposition 2.18.2. Let X be a complex manifold. Then the natural almost complex

structure J on X is integrable.

Proof. For any point p ∈ X, we have a holomorphic chart ϕ : U → Cn centered at

p. We write ϕ = (ϕ1, ..., ϕn) and set ϕk = zk = xk +
√
−1yk. Let {e1, ..., e2n} denote the

standard basis on R2n. Then by definition

∂

∂xk
= ϕ−1

∗ (ek),
∂

∂yk
= ϕ−1

∗ (en+k).

Let JCn denote the standard almost complex structure on Cn ' R2n. Then JCn(ek) = en+k,

and since the chart ϕ is holomorphic, we have

J

(
∂

∂xk

)
=

∂

∂yk
. (2.18.1)

Introduce the notation

∂

∂zk
:=

1

2

(
∂

∂xk
−
√
−1

∂

∂yk

)
,

∂

∂zk
:=

1

2

(
∂

∂xk
+
√
−1

∂

∂yk

)
.
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From (2.18.1), we see that ∂
∂zk

and ∂
∂zk

define local sections of T 1,0X and T 0,1X, respectively,

forming a local frame at each point of U. Let now u =
∑

k uk
∂
∂zk

and v =
∑

k vk
∂
∂zk

denote

local sections of T 0,1X. The Lie bracket is computed to be

[u, v] =
n∑

k,`=1

uk
∂v`
∂zk

∂

∂z`
−

n∑
k,`=1

vk
∂u`
∂zk

∂

∂z`
,

which is undoubtedly a local section of T 0,1X. �

2.19. The Newlander–Nirenberg Theorem

The converse is the celebrated Newlander–Nirenberg theorem [230]:

Theorem 2.19.1. (Newlander–Nirenberg). Suppose (X, J) is an almost complex manifold

with J an integrable almost complex structure. Then (X, J) is a complex manifold.

Corollary 2.19.2. An almost complex structure J is integrable if and only if the Nijenhuis

tensor of J :

NJ(u, v) := [u, v] + J [Ju, v] + J [u, Jv]− [Ju, Jv]

vanishes identically.

Proof. The statement is effectively immediate from 2.19.1. Indeed, for vector fields u, v,

an elementary calculation shows that

NJ(u, v) = [u+
√
−1Ju, v +

√
−1Jv].

Hence, T 0,1X is integrable if and only if NJ(u, v) −
√
−1JNJ(u, v) ∈ T 0,1X if and only if

NJ(u, v) = 0. �

Remark 2.19.3. Observe if X is an oriented smooth manifold of (real) dimension 2. The

Nijenhuis vanishes identically; hence, any almost complex structure on X is integrable. In-

deed, for any vector field u (defined locally near a point p ∈ X), the tangent space TpX is

spanned by u and Ju. Hence, we need only compute the Nijenhuis tensor on u, Ju. In this

case, we see that

NJ(u, Ju) = [u, Ju] + J [Ju, Ju] + J [u, J2u]− [Ju, J2u]

= [u, Ju] + [Ju, u] = 0.

Example 2.19.4. The above remark implies that any almost complex structure on S2 is

integrable.
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2.20. Type Decomposition of Forms

Remark 2.20.1. We have seen that in the presence of an almost complex structure, the

complexified tangent bundle affords the splitting

TCX ' T 1,0X ⊕ T 0,1X.

The complexified cotangent bundle affords a similar splitting

T ∗X ⊗ C ' Λ1,0X ⊕ Λ0,1X.

Here, Λ1,0
X and Λ0,1

X denote the bundles of (1, 0)–forms and (0, 1)–forms, respectively. A

1–form α is a (1, 0)–form if α(Jv) =
√
−1α(v), or a (0, 1)–form if α(Jv) = −

√
−1α(v).

Let Λ∗,0X := ΛC(Λ1,0X) and Λ0,∗X := ΛC(Λ0,1X) denote the full exterior algebra over C.

We then have the following isomorphism of complex vector bundles:

ΛC(T ∗X ⊗ C) ' Λ∗,0X ⊗ Λ0,∗X.

Let Λp,0X denote the bundle of complex-valued p–forms α such that

α(Jv1, ..., vp) =
√
−1α(v1, ..., vp),

and similarly, denote by Λ0,q the bundle of complex-valued q–forms η such that

η(Jv1, ..., vq) = −
√
−1η(v1, ..., vq).

This yields gradings:

Λ∗,0 =

n⊕
p=0

Λp,0X, Λ0,∗ =

n⊕
q=0

Λ0,qX.

Set Λp,q(X) := Λp,0(X)⊗ Λ0,q(X).

Definition 2.20.2. Let X be a complex manifold. For 0 ≤ p, q ≤ n = dimCX, we refer

to the sections of the bundle Λp,q(X) as (p, q)–forms, denoting the space of (p, q)–forms by

Ωp,q(X).

Remark 2.20.3. In a (holomorphic) local coordinate system (z1, ..., zn), a (p, q)–form α is

given by

α =
∑

1≤i1<···<ip≤n

∑
1≤j1<···<jq≤n

fi1···ipj1···jqdzi1 ∧ · · · ∧ dzip ∧ dz̄j1 ∧ · · · ∧ dz̄jq ,

where the locally-defined functions fi1···ipj1···jq are smooth. If these functions are holomorphic,

we refer to α as a holomorphic (p, q)–form.
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2.21. Real and Positive Forms

Definition 2.21.1. If a (p, q)–form α ∈ Ωp,q(X) is invariant under conjugation, then we say

that α is a real (p, q)–form. The space of real (p, q)–forms is denoted by Ωp,q
R (X).

Definition 2.21.2. Let α ∈ Ωp,p
X be a real (p, p)–form. We say that α is positive if

(−
√
−1)pα(v1, v1, ..., vp, vp) > 0

for any set of linearly indepedent (over C) vectors v1, ..., vp.

Remark 2.21.3. If α ∈ Ωk(X) is a smooth k–form on X, then α =
∑

p+q=k α
p,q, where

αp,q ∈ Ωp,q(X) is the (p, q)–part. Moreover, if α is a real k–form of type (p, q), then an

elementary argument shows that p = q and α is J–invariant. In particular, if ω is a real

(1, 1)–form, then

ω(Ju, Jv) = ω(u, v)

for all u, v ∈ TX.

2.22. Dolbeault Operators

The splitting of forms into forms of type (p, q) comes equipped with two natural operators

which arise from the splitting of the exterior derivative:

Definition 2.22.1. Let Xn be a complex manifold, with d : Ωk
C(X) → Ωk+1

C (X) denoting

the exterior derivative acting on complex-valued forms. We define the Dolbeault operator

∂ : Ωp,q(X)→ Ωp+1,q(X) and ∂ : Ωp,q(X)→ Ωp,q+1(X) by the formulae

∂α := πp+1,q(dα), ∂α := πp,q+1(dα),

where πp+1,q : Ωk+1
C (X)→ Ωp+1,q(X) and πp,q+1 : Ωk+1

C (M)→ Ωp,q+1(X) denote the natural

projection maps.

2.23. The Complex Laplacian

Terminology 2.23.1. Let X be a complex manifold with Dolbeault operators ∂ and ∂̄. We

refer to the second-order differential operator ∂∂̄ (or
√
−1∂∂̄) as the complex Hessian. If X

supports a Hermitian metric ωg (see 5.1.1), then we define the complex Laplacian ∆ωg to be

the trace (with respect to ωg) of the complex Hessian:

∆ωgf := trωg(
√
−1∂∂̄f) = gij∂i∂jf,

where f ∈ C∞(X).

The Dolbeault operators, like the exterior derivative, are nilpotent:



2.26. CAUCHY–POMPEIU FORMULA 51

Proposition 2.23.2. Let X be a complex manifold. Then

∂2 = 0 ∂̄2 = 0, and ∂∂̄ + ∂̄∂ = 0.

The proof of the above proposition is a straightforward extension of the proof that d2 = 0

together with the fact that d = ∂ + ∂̄.

2.24. Dolbeault Cohomology

Definition 2.24.1. A (p, q)–form α is said to be ∂̄–closed if ∂̄α = 0. We say that α is

∂̄–exact if there is a (p, q − 1)–form β such that α = ∂̄β.

The analogous definitions can be made for ∂. Moreover, immediate from ∂̄2 = 0 is the fact

that ∂̄–exact forms are ∂̄–closed.

Definition 2.24.2. Let X be a complex manifold. The Dolbeault cohomology groups of X

are defined

Hp,q

∂̄
(X) :=

{α ∈ Ωp,q(X) : ∂α = 0}
{∂β : β ∈ Ωp,q−1(X)}

.

We define the Hodge numbers hp,q(X) := dimCH
p,q

∂
(X).

Notation 2.24.3. We will often omit the subscript ∂̄ and simply write Hp,q

∂̄
for the Dolbeault

cohomology groups.

2.25. The Dolbeault Lemma

We want to establish the Dolbeault analog of the Poincaré lemma; that is, we will show that

the Dolbeault cohomology groups of the polydisk Dn vanish.

2.26. Cauchy–Pompeiu Formula

Theorem 2.26.1. (Cauchy–Pompeiu formula [158]). Let D ⊂ C be a bounded domain

with a smooth boundary. Let U be an open neighborhood of the closure of D. If f is an

R–differentiable function on U, then for all z ∈ D, we have

f(z) =
1

2π
√
−1

∫
∂D

f(ζ)

ζ − z
dζ +

1

2π
√
−1

∫
D

∂f

∂ζ̄

dζ ∧ dζ̄
ζ − z

.

Proof. Fix a point p ∈ D and let D(r) ⊂ D be a sufficiently small disk centered at p

such that D(r) ⊂ D. Write Γr for the boundary of D(r) and set Dr := D−D(r). We observe

that at any ζ ∈ Dr, we have

d

(
f(ζ)

ζ − z
dζ

)
=

∂f

∂ζ̄

dζ̄ ∧ dζ
ζ − z

.
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Stokes’ theorem then implies that∫
Dr

∂f

∂ζ̄

dζ̄ ∧ dζ
ζ − z

=

∫
∂Dr

f(ζ)

ζ − z
dζ =

∫
∂D

f(ζ)

ζ − z
dζ −

∫
Γr

f(ζ)

ζ − z
dζ. (2.26.1)

Let ζ = z + re
√
−1ϑ. Then∫

Γr

f(ζ)

ζ − z
dζ =

∫ 2π

0
f(z + re

√
−1ϑ)
√
−1dϑ.

We estimate∣∣∣∣∫ 2π

0
f(z + re

√
−1ϑ)
√
−1dϑ− 2π

√
−1f(z)

∣∣∣∣ ≤ ∫ 2π

0

∣∣∣f(z + re
√
−1ϑ)− f(z)

∣∣∣ dϑ
≤ 2πr max

0≤ϑ≤2π

∣∣∣f(z + re
√
−1ϑ)

∣∣∣ .
Letting r → 0, we see that the right-hand side of (2.26.1) converges to∫

∂D

f(ζ)

ζ − z
dζ − 2π

√
−1f(z).

On the other hand, if we compute the left-hand side of (2.26.1) directly, we see that∫
Dr

∂f

∂ζ̄

dζ̄ ∧ dζ
ζ − z

=

∫
D

∂f

∂ζ̄

dζ̄ ∧ dζ
ζ − z

−
∫
D(r)

∂f

∂ζ̄

dζ̄ ∧ dζ
ζ − z

.

As before, set ζ = z + reiϑ. Then dζ = eiϑdr + rieiϑdϑ and dζ = e−iϑdr − rie−iϑdϑ. Hence

dζ̄ ∧ dζ
ζ − z

= 2ie−iϑdϑ ∧ dr,

which is bounded as r → 0. Since ∂f
∂ζ̄

is continuous, the above argument shows that∫
D(r)

∂f

∂ζ̄

dζ̄ ∧ dζ
ζ − z

converges to 0 as r → 0. This proves the desired statement. �

Remark 2.26.2. The Cauchy–Pompeiu formula does not even scratch the surface of the

fascinatingly rich subject concerning integral representations of holomorphic functions. The

reader may wish to consult the [249, 266, 306] for more on this subject.

Proposition 2.26.3. Let D ⊂ C be a bounded domain with a smooth boundary. Let U be

an open neighborhood of the closure of D. If f is an R–differentiable function on U, then

there is an R–differentiable function u : U→ C such that

f =
∂u

∂z̄
.
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Proof. We set

u(z) :=
1

2π
√
−1

∫
D

f(ζ)

ζ − z
dζ ∧ dζ̄.

Fix a point p ∈ D and let D(r) ⊂ D be a sufficiently small disk such that D(r) ⊂ D. Set

Dr := D− D(r). For any ζ ∈ Dr, we have

d log |ζ − z|2 =
dζ

ζ − z
+

dζ̄

ζ̄ − z̄
.

The same argument as in the proof of 2.26.1 shows that∫
∂D
f(ζ) log |ζ − z|2dζ̄ =

∫
D

∂f

∂ζ
log |ζ − z|2dζ ∧ dζ̄ +

∫
D

f(ζ)
dζ ∧ dζ̄
ζ − z

.

In particular, differentiating u, we see that

∂u

∂z̄
=

1

2π
√
−1

∫
∂D
f(ζ)

(
∂

∂z̄
log |ζ − z|2

)
dζ̄ − 1

2π
√
−1

∫
D

∂f

∂ζ

(
∂

∂z̄
log |ζ − z|2

)
dζ̄

=
1

2π
√
−1

∫
∂D

f(ζ)

ζ̄ − z̄
dζ̄ − 1

2π
√
−1

∫
D

∂f

∂ζ

dζ ∧ dζ̄
ζ − z

= f(z).

�

Theorem 2.26.4. (Dolbeault lemma). Let ω be a smooth ∂̄–closed (p, q)–form on a polydisk

U in Cn. Then there exists a smooth (p, q − 1)–form α on U such that ω = ∂̄α.

Proof. We give the standard proof, which appears in [158, 307]: We first reduce to the

case when p = 0. For multi-indices I, J with |I| = p and |J | = q, we can locally write the

(p, q)–form α as

α =
∑
I,J

αIJdzI ∧ dzJ .

Introduce the (0, q)–forms αI :=
∑

J αIJdzJ . Since

0 = ∂̄α =
∑
I,J

∂̄αIJdzI ∧ dzJ ,

the (0, q)–forms αI are ∂̄–closed. If the Dolbeault lemma holds for (0, q)–forms, then locally

we can find (0, q − 1)–forms βI such that αI = ∂̄βI . Hence, α = (−1)p∂̄ (
∑

I dzI ∧ βI),
proving Dolbeault lemma, in general. It suffices, therefore, to prove the Dolbeault lemma for

(0, q)–forms, which we can locally write as

α =
∑
J

αJdzJ .
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We will proceed by induction on the largest k ∈ Z such that there exists a multi-index J

containing k and such that αJ 6= 0; necessarily, k ≥ q. If k = q, then

α = fdz1 ∧ · · · ∧ dzq,

for some smooth function f . The condition that α is ∂̄–closed is then equivalent to f be-

ing holomorphic in the variables zq+1, ..., zn. From 2.26.3, there is a smooth function g,

holomorphic in the variables zq+1, ..., zn, such that

∂g

∂zq
= f.

Therefore, if we set β := (−1)q−1gdz1 ∧ · · · ∧ dzq−1, we see that

∂̄β = fdz1 ∧ · · · ∧ dzq = α.

This proves the result for k = q. The induction hypothesis is then to assume that k ≥ q+ 1.

Let us write

α = γ + δ ∧ dzk,
where only the coordinates z1, ..., zk−1 appear in the local expressions for γ and δ.

Let δ :=
∑

J δJdzJ , where |J | = q − 1 and the entries of the multi-index J are contained in

{1, ..., k − 1}. The condition ∂̄α = 0 implies that the functions δJ are holomorphic in the

variables zk+1, ..., zn. Hence, by 2.26.3, we can find smooth functions ηJ , holomorphic in the

variables z1, ..., zk−1, such that

δJ =
∂ηJ
∂zk

.

We can therefore write α = γ′ + ∂̄β, where only the z1, ..., zk−1 coordinates appear in the

local expression for γ′. Since ∂̄α = 0, it follows that ∂̄γ′ = 0. The induction hypothesis

implies that γ′ = ∂̄β′, and hence, α = ∂̄(β′ + β), proving the claim. �

Remark 2.26.5. The Dolbeault cohomology groups are less intimately related to the under-

lying topology of the manifold in comparison with the de Rham cohomology groups (which

are entirely topological). For instance, we will see in the next section that there are simply

connected complex manifolds with h0,1 6= 0.

Remark 2.26.6. However, there is a relationship between the Dolbeault cohomology groups

and the topology of the underlying manifold. This is given by the Frölicher spectral sequence,

which we will not discuss here since it will take us too far afield.
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Sheaves and their Cohomology

Despite the many illustrious properties of vector bundles, the category of vector bundles does

not have good exactness1 properties. We will need to consider more general objects, namely,

sheaves.

3.1. Presheaves

Definition 3.1.1. Let X be a topological space. A presheaf F of abelian groups is specified

by the following data:

(i) for every open subset U ⊆ X, there is an abelian group F(U).

(ii) for any inclusion of open sets V ⊆ U ⊆ X, there is a morphism of groups

%UV : F(U) −→ F(V)

called a restriction map.

Further, we demand that F(∅) = 0; for all open sets, we have ρUU = id; if W ⊆ V ⊆ U, then

%WU = %WV ◦ %UV.

Remark 3.1.2. For the reader familiar with the categorical jargon, the above definition

specifies that a presheaf of abelian groups is merely a contravariant functor from the category

of open subsets of a topological space to the category of abelian groups.

Moreover, one can consider more general presheaves, not just presheaves of abelian groups.

For instance, with appropriate modifications, one can define presheaves of sets, rings, OX–

modules. We invite the reader to consult [49, 159, 183] for more details.

Terminology 3.1.3. Let U ⊆ X be an open subset of a topological space X. Let F be a

presheaf of abelian groups on X. The elements of F(U) are called the sections of F over U.

Example 3.1.4. Vector bundles form a specific class of presheaves (locally free sheaves).

We discuss vector bundles in greater detail in 3.4.1.

Example 3.1.5. Let X be a complex manifold. The most important example of a presheaf

is the presheaf of holomorphic functions OX . The presheaf OX assigns to an open set U ⊂ X

1More precisely, vector bundles do not form an abelian category.

55
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the abelian group OX(U) := {f : U→ C : f is holomorphic} of holomorphic functions on U.

More precisely, the elements are germs of holomorphic functions – two holomorphic functions

f : U→ C define the same element in OX(U) if and only if they coincide on some non-empty

open subset of U.

Example 3.1.6. Let X be a smooth manifold. Other important examples of presheaves are

the presheaf CX of (germs of) continuous functions2, the presheaf C∞X of (germs of) smooth

functions, and the presheaf Ωp
X of (germs of) smooth (or holomorphic) p–forms on X. If G is

an abelian group, the constant presheaf is the presheaf which assigns to each open set U ⊆ X
the abelian group G.

Definition 3.1.7. Let F,G be two presheaves over a topological space X. A morpshism of

presheaves f : F −→ G is a collection of morphisms

fU : F(U) −→ G(U),

for each open set U, such that for any inclusion of open sets V ⊂ U,

%VU ◦ fU = fV ◦ %UV.

3.2. Sheaves

Definition 3.2.1. A sheaf of abelian groups on a topological space X is a presheaf F such

that if {Uα} is an open cover of an open set U ⊂ X, then

(i) (uniqueness). %UUα(σ) = 0 for all α implies that σ = 0.

(ii) (existence). if there are sections σα ∈ F(Uα) such that, for all pairs α, β, they

coincide on overlaps:

%UαUα∩Uβ (σα) = %
Uβ
Uα∩Uβ (σβ),

then there exists a section σ ∈ F(U) such that %UUα(σ) = σα for each α.

Example 3.2.2. The reader can easily verify that the presheaves OX , CX , C∞X , and Ωp
X are

also sheaves. The constant presheaf, however, is not a sheaf: Take X to be a two-point set

X = {a, b} endowed with the discrete topology, for instance.

Remark 3.2.3. As in 3.1.2, the definition of sheaf can be extended to more general algebraic

objects beyond abelian groups.

2This, of course, does not require the topological space X to be a smooth manifold.
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3.3. Locally Free Sheaves

We are well-acquainted with vector bundles. These turn out to be a special class of sheaves:

Definition 3.3.1. A sheaf F on a topological space X is said to be locally free of rank k if

F is locally isomorphic to O⊕kX .

Remark 3.3.2. There are several remarks which need to be made concerning the above

definition: The first is that implicit in the above definition is that O⊕kX (the direct sum of

k–copies of OX) is a sheaf. This is undoubtedly true since the direct sum of sheaves is easily

seen to be a sheaf.

3.4. The Sheaf OX

The second, more important remark is on the meaning of OX if X is not a complex mani-

fold. In the above definition, we understand OX not as the sheaf of (germs of) holomorphic

functions but as the structure sheaf of X. That is, OX is a sheaf of (germs of) functions such

that if X is a topological space with no extra structure, then OX is CX , the sheaf of (germs

of) continuous functions. If X is a smooth manifold, then OX = C∞X , the sheaf of (germs of)

smooth functions.

Example 3.4.1. If E→ X is a vector bundle, then we can associate to it a locally free sheaf

EX given by the sections of E. The map which takes a vector bundle E to the associated

locally free sheaf EX defines a bijection (in fact, an equivalence of categories) between vector

bundles and sheaves of locally free sheaves (see [307, Lemma 4.8] for a complete proof).

Definition 3.4.2. Let F be a presheaf of abelian groups on a topological space X. For any

x ∈ X, we set

Fx := lim
−→U

F(U),

where the right-hand side is the direct limit over all open neighborhoods U of x. The group

Fx is called the stalk of F at x. Moreover, the image of σ ∈ F(U), where x ∈ U, is called the

germ of σ at x, and is denoted σx.

Example 3.4.3. Let X be a complex manifold and OX denote the presheaf of holomorphic

functions on X. For any x ∈ X, the stalk OX,x is identified with the group of (local) power

series convergent in some neighborhood of x ∈ X.

Definition 3.4.4. A morphism of sheaves f : F → G is a map such that f(Fx) ⊂ Gx for all

x ∈ X and the restriction fx : Fx → Gx of f to stalks is a morphism of groups for all x ∈ X.

Remark 3.4.5. A morphism of sheaves induces a morphism of presheaves in the obvious

way. On the other hand, if f : F → G is a morphism of presheaves, there is an induced

morphism on stalks fx : Fx = limx∈U F(U)→ limx∈U G(U) = Gx.



58 3. SHEAVES AND THEIR COHOMOLOGY

The distinction between morphisms of presheaves and morphisms of sheaves, however, is

critical. We first recall (see, e.g., [159, §2.1], [183, §2.2]):

Proposition 3.4.6. Let f : F → G be a morphism of sheaves. Then f is injective as a

morphism of sheaves (i.e., fx : Fx → Gx is injective for all x ∈ X) if and only if f is injective

as a morphism of presheaves (i.e., fU : F(U)→ G(U) for all open sets U ⊆ X).

Remark 3.4.7. The corresponding statement with injectivity replaced by surjectivity is

false. For instance, let Z1
d denote the sheaf of closed smooth 1–forms on a domain D ⊆ Rn.

The Poincaré lemma asserts that the exterior derivative d : C∞D → Z1
d is a surjection at the

level of stalks, and is therefore, a surjection at the level of sheaves. If we choose D such

that H1
DR(D,R) 6= 0, however, e.g., take D to be a non-simply connected domain3 in R2,

the exterior derivative will fail to be a surjection on global sections and hence, fail to be a

surjection of presheaves.

3.5. Subpresheaves and Subsheaves

Definition 3.5.1. Let G be a sheaf on a topological space X. A sheaf (or presheaf) F is said

to be a subsheaf (or subpresheaf ) of G if Fx = F ∩ Gx is a subgroup of Gx for all x ∈ X.

Of course, for (pre)sheaves of more general algebraic objects – rings, modules – sub(pre)sheaves

are defined with the obvious modifications.

Example 3.5.2. Let f : F → G be a morphism of sheaves. The presheaf which assigns to

each open set U ⊆ X the group (Kerf)(U) := ker(f(U)) ⊆ F(U) is a subsheaf of F. The

assertion that Kerf is, in fact, a sheaf and not just a presheaf, requires proof (see, e.g.,

[49, 159, 183]).

Example 3.5.3. Let f : F → G be a morphism of sheaves. The presheaf which assigns to

each open set U ⊆ X the group (Imf)(U) := im(f(U)) ⊆ G(U) is called the presheaf image,

and is a subpresheaf of G, but not a subsheaf in general.

3.6. Exact Sequences of (Pre)Sheaves

Definition 3.6.1. We say that a sequence of morphism of sheaves (or presheaves)

0
α0−−−→ F1

α1−−−→ F2
α2−−−→ F3 → · · · → Fn

αn−−−→ 0

is exact if ker(αk) = im(αk−1) for each 1 ≤ k ≤ n.

3Note that, in general, we have π1(X) = 0 =⇒ H1
DR(X,R) = 0, and hence, H1

DR(X,R) 6= 0 =⇒
π1(X) 6= 0. For domains in R2, however, we have π1 = 0 ⇐⇒ H1

DR = 0 (see, e.g., [57]). This is certainly

false in general, as illustrated by the Alexander Horned sphere [6, 57].



3.7. SHEAFIFICATION 59

For instance, a morphism ϕ : F → G is injective if and only if the sequence 0 → F
ϕ−−→ G is

exact. Similarly, a morphism ϕ : F → G is surjective if and only if the sequence F
ϕ−−→ G→ 0

is exact.

Remark 3.6.2. Let us emphasize that although both the category of presheaves of abelian

groups and the category of sheaves of abelian groups are abelian categories, the notions of

cokernel are distinct: A short exact sequence of sheaves is not necessarily a short exact

sequence of presheaves. On the other hand, a short exact sequence of presheaves 0→ F1 →
F2 → F3 → 0, with F1,F2,F3 sheaves, is an exact sequence of sheaves. We will see that this

discrepancy is measured by sheaf cohomology.

3.7. Sheafification

Theorem 3.7.1. Let F be a presheaf (of abelian groups, rings, modules) on X. There is a

unique sheaf F̃ on X together with a morphism (of presheaves)

f : F → F̃

such that for every morphism (of presheaves) ϕ : F → G, where G is a sheaf, there is a unique

morphism (of sheaves) ψ : F̃ → G such that ϕ = ψ ◦ f . We call F̃ the sheaf associated to the

presheaf F or the sheafification of F.

There are two ways in which a presheaf F may fail to be a sheaf:

(i) There is a non-zero section that vanishes on each open set in a covering; or

(ii) there are local sections that do not glue together to yield a global section.

The construction of the sheafification F̃ from the presheaf F is therefore given by removing

the sections in (i) and restricting to the sections which satisfy (ii). More precisely, we let F0

denote the presheaf which assigns to an open set U the group

F0(U) := {σ ∈ F(U) : ∃V such that σ|V = 0 ∀V ∈ V},

where V belongs to the set of coverings by open subsets of U. The quotient presheaf

F1(U) := F(U)/F0(U)

will satisfying the uniqueness sheaf axiom. To build from F1 a presheaf which also satisfies

the existence axiom (and is therefore a sheaf), we introduce the following groups: For any

covering V by open subsets of U, we set

AV(U) := {(σV )V ∈V : σV ∈ F1(V ) and σV |W∩V = σW |W∩V , ∀V,W ∈ V}.

We will define the sheafification F̃ as a certain direct limit of the groups AV. Let us, therefore,

make the following definitions:
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Definition 3.7.2. Let U = {Uα}α∈A and V = {Vβ}β∈B be two locally finite open coverings

of X. Declare V to be a refinement of U if for each β ∈ B, there is some α ∈ A, such that

Vβ ⊂ Uα. If V is a refinement of U, we write V ≺ U.

Remark 3.7.3. The relation V ≺ U defined a preordering between coverings of X. This

relation is, moreover, filtered since, if U = {Uα}α∈A and V = {Vβ}β∈B are two coverings,

then W := {(Uα ∩ Vβ)}(α,β)∈A×B is a covering such that W ≺ U and W ≺ V.

Two coverings U and V are equivalent if U ≺ V and V ≺ U. We can therefore speak of the

set of classes of coverings for this equivalence relation, which is an ordered filtered set.4

In light of these remarks, we observe that if Ṽ is finer than V, and if σ : Ṽ→ V denotes the

refinement map such that V ⊂ σ(V ) for all Ṽ ∈ V, then we have the obvious restriction map

ρ(σ)ṼV : AV → A
Ṽ
. From the definition of AV, the restriction maps are independent of the

choice of refinement map σ. Let R be the directed set of coverings of U. We set

F̃(U) := lim
V∈R

AV.

Explicitly, this direct limit is the group consisting of the (σV)V∈R satisfying the property that

there exists a covering V such that σ
Ṽ

= ρṼV(σV) for Ṽ finer than V, quotiented by the sub-

group consisting of the (σV)V∈R such that for some V, we have σ
Ṽ

= 0 for everying covering

Ṽ which is finer than V. It is clear from the construction that F̃ satisfies the second sheaf

axiom and is thus a sheaf.

Observe that we have a natural map f : F → F̃ given by restriction and passage to the

quotient. Finally, given a morphism of presheaves ϕ : F → G, there is an associated morphism

ϕ̃ : F̃ → G̃, which satisfies ϕ̃ ◦ f = g ◦ ϕ, where g : G → G̃ is the sheafification of G. If G is

a sheaf, then g is an isomorphism. Hence, there is a morphism χ such that ϕ = χ ◦ f . The

uniqueness of χ is clear.

Definition 3.7.4. Let F be a subsheaf of a sheaf G of abelian groups on a topological space

X. The quotient presheaf G/F is the presheaf which assigns to each open set U ⊆ X, the

quotient group G(U)/F(U). The quotient sheaf is the sheaf associated with the quotient

presheaf.

3.8. The Sheaf of Meromorphic Functions

Our intuition from our training in complex analysis tells us that a meromorphic function

is specified by the ratio of holomorphic functions defined locally in a neighborhood of each

point. That is, we intuit that for any point p ∈ X in a complex manifold X, a meromorphic

4Note that we cannot speak of the set of all coverings of X since the indexing sets can be arbitrary.
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function is to be specified by the ratio f/g in some open neighborhood U of p ∈ X, where

f, g ∈ OX(U). The subtlety in defining meromorphic functions was pointed out by Kleiman

[192]. Let MX denote the sheaf of meromorphic functions (whatever this is) on a complex

manifold X. The following statements are false:

(i) The sheaf MX is the sheaf associated with the presheaf of total fraction rings5

U 7→ H0(U,OX)tot.

(ii) The stalks MX,x are equal to the total fraction rings (OX,x)tot.

(iii) If X is a scheme, U = Spec(R) ⊆ X is an affine open set, then H0(U,MX) = Rtot.

That is, the presheaf in statement (i) is a sheaf if U ranges only over affine subsets.6

Counterexamples to each of the these statements (i)–(iii) are given in [192]. One of the key

points is that a non-zero divisor may restrict to a zero divisor on a smaller open subset. In

light of this, following the language of [145, p. 119], we define:

Definition 3.8.1. Let X be a complex manifold. The sheaf AX of active holomorphic germs

to be the sheaf associated to the following presheaf: For any open subset U ⊂ X, we define

AX(U) to be the ring of germs of holomorphic functions which do not restrict to a zero-divisor

on any open subset V ⊆ U.

Let AX,x denote the stalk of the sheaf of active holomorphic germs at x ∈ X. Then AX,x

forms a multiplicatively closed set in OX,x. We may, therefore, give a definition for the sheaf

of meromorphic functions MX :

Definition 3.8.2. Let X be a complex manifold. For each x ∈ X, we set

MX,x := {fx/gx : fx ∈ OX,x, gx ∈ AX,x},

and hence, the sheaf of meromorphic functions MX is defined

MX :=
⋃
x∈X

MX,x.

Remark 3.8.3. The quotient of two sheaves, in general, is not a sheaf. For instance, let

X = R2 − {0} (endowed with its standard topology). Let CX denote the sheaf of germs of

5Recall that if S is a subset of a commutative ring R, then S is said to be multiplicatively closed if

the multiplicative identity element of R is contained in S and x · y ∈ S for all x, y ∈ S. The total ring

of fractions S−1R is then defined (as a set) by S−1R := {r/s : r ∈ R, s ∈ S}, with addition defined by

(r/s) + (q/t) = (rt + qs)/st and multiplication defined by (r/s) · (q/t) = rq/st. It is easy to check that this

definition is well-defined.
6We omit any extensive discussion of the meaning of a scheme, affine open sets, etc. These notions can

be found in any standard book on algebraic geometry, most notably [159]. Let us mention, however, that for

the reader not so familiar with algebraic geometry, one can replace scheme with complex manifold and (in the

GAGA string of analogies, see, e.g., [229]) smooth affine varieties are the algebraic analog of Stein manifolds.

For the rich subtleties concerning this analog between Steins and affines, see [228].
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continuous R–valued functions on X. Let 2πZ be the subsheaf of (germs of) locally constant

functions with values in integer multiples of 2π. The angle function ϑ : X → R is locally

well-defined as a section of CX , but it is not well-defined globally on X. It gives a well-

defined section of the quotient sheaf Q := CX/2πZ, however. Note that we may identify Q

with the sheaf of (germs of) continuous functions f : X → S1. To see that CX/2πZ is not

a sheaf, we observe that the existence sheaf axiom is violated: Cover S1 by the open sets

U1 := {−ε < ϑ < ε} and U2 := {0 < ϑ < 2π − ε}, where ϑ is the angle measured relative

to the first coordinate axis. On U1,U2, the angle function is a well-defined section of Q(U1)

and Q(U2) and coincides on the overlap U1 ∩ U2. But there is no global section Q(X) which

restricts to the angle function on each of these open sets.7

3.9. The Cohomology of Sheaves

Let X denote the complex plane C. On X, we consider the sheaf of locally constant Z–valued

functions, which we denote by Z. Further, we denote by O∗X the sheaf of non-vanishing

holomorphic functions. Since we can locally write a non-vanishing holomorphic function as

the exponential of a holomorphic function, we have the following exact sequence of sheaves:

0 −→ Z −→ OX
exp−−−−→ O∗X −→ 0.

However, this will fail to produce an exact sequence on global sections since there is no

globally-defined logarithm.

Sheaf cohomology measures the obstruction to an exact sequence of sheaves giving rise to an

exact sequence on sections. More precisely, let

0 −→ E −→ F −→ G −→ 0

be an exact sequence of sheaves of abelian groups on a topological space X. The correspond-

ing sequence at the level of global sections is left-exact in the sense that

0 −→ E(X) −→ F(X) −→ G(X)

is an exact sequence of abelian groups. In general, however, the sequence

0 −→ E(X) −→ F(X) −→ G(X) −→ 0

will fail to be exact. The obstruction to an exact sequence of sheaves yielding an exact

sequence on the space of sections is measured by the sheaf cohomology groups.

7This example is beautifully illustrated in M. C. Escher’s 1961 lithograph Waterfall.
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3.10. Some Homological Algebra

Definition 3.10.1. Let R be a commutative ring. A sequence

A0 d0−−→ A1 d1−−→ A2 → · · · → Ak
dk−−→ Ak+1 dk+1−−−−→ · · ·

of R–modules and R–morphisms is called a complex (of R–modules) if, for all k ∈ N0, we have

dk+1 ◦ dk = 0. We denote such a complex by A• := (Ak, dk)k∈N0 and refer to the sequence of

R–morphisms dk as the coboundary map of A•.

Definition 3.10.2. Let R be a commutative ring. Let A• := (Ak, dk)k∈N0 and B• :=

(Bk, δk)k∈N0 be two complexes (of R–modules). A morphism of complexes (of R–modules)

is a sequence ϕk of R–morphisms ϕk : Bk → Ak which are compatible with the constituent

coboundary maps in the sense that

dk ◦ ϕk = ϕk+1 ◦ δk, ∀k ∈ N0.

Remark 3.10.3. Note that with morphisms of complexes defined as above, the category of

complexes (of R–modules) form an abelian category.

Definition 3.10.4. Let R be a commutative ring. Let

A• ϕ•−−−−→ B• ψ•−−−−→ C•

be a sequence of complexes (of R–modules). We say that this sequence is exact (as a sequence

of complexes of R–modules) if

Ak
ϕk−−−−→ Bk ψk−−−−→ Ck

is exact (as a sequence of R–modules) for all k ∈ N0.

Let A• := (Ak, dk)k∈N0 be a complex of R–modules. We introduce the R–modules

Zk(A•) := ker(dk), Bk(A•) := Im(dk−1),

of k–cocycles and k–coboundaries, respectively.

Definition 3.10.5. Let A• := (Ak, dk)k∈N0 be a complex of R–modules. The kth cohomology

module of A• is defined by

Hk(A•) := Zk(A•)/Bk(A•), ∀ k ∈ N0,

where B0(A•) := {0}.

Let ϕk : Bk → Ak be a morphism of complexes (of R–modules). Then ϕk(Z
k(B•)) ⊆ Zk(A•)

and ϕk(B
k(B•)) ⊆ Bk(A•). Hence, a morphism of complexes ϕ• induces morphisms

Hk(B•)→ Hk(A•), ∀ k ∈ N0

on the corresponding cohomology modules.
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Lemma 3.10.6. ([144, p. 29]). Let R be a commutative ring. Let

0→ A• ϕ•−−−−→ B• ψ•−−−−→ C• → 0

be a sequence of complexes (of R–modules)8. For each k ∈ N0, there exists a natural mor-

phism

δk : Hk(C•) −→ Hk+1(A•)

which depends functorially on ϕ• and ψ• so that the long sequence of cohomology modules

0→ H0(A•)→ · · · → Hk(A•)→ Hk(B•)→ Hk(C•)
δk−−−−→ Hk+1(A•)→ · · ·

is exact.

We want to apply this theory to sheaves. Hence, we need to build complexes. This is achieved

by introducing resolutions:

Definition 3.10.7. Let R be a sheaf of rings on a topological space X. Let G be a sheaf

of R–modules on X. An (injective) R–resolution of sheaves of R–modules is a long exact

sequence

0→ G→ F0 → F1 → · · · → Fk → · · ·

of sheaves of R–modules.

Example 3.10.8. Let M be a smooth manifold of (real) dimension n. Denote the sheaf

associated with the constant presheaf by R. By the Poincaré lemma, a resolution of R is

given by

0 −→ R→ Ω0
M

d−−−→ Ω1
M

d−−−→ · · · d−−−→ Ωn
M −→ 0.

From an injective R–resolution

0 −→ G −→ F0 ϕ1−−−→ F1 ϕ2−−−→ · · · ϕk−−−→ Fk
ϕk+1−−−−→ · · · (3.10.1)

of a sheaf G of R–modules, we build a complex (of R(X)–modules) at the level of sections:

F0(X)
ϕ∗1−−−→ F1(X)

ϕ∗2−−−→ · · ·
ϕ∗k−−−→ Fk(X)

ϕ∗k+1−−−−→ · · · .

Definition 3.10.9. Let G be a sheaf of R–modules on a topological space X. Let F•(G)

denote the injective resolution (3.10.1). We define the kth cohomology module (relative to

F•(G)) by

Hk(X,F•(G)) := ker(ϕ∗k)/Im(ϕ∗k−1), ∀ k ∈ N,

and H0(X,F•(G)) := G(X).

8Here, 0 denotes the zero complex.
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3.11. Fine Sheaves

Definition 3.11.1. Let F be a sheaf of abelian groups on a topological space X. Let {Uα}α
be a locally finite open covering of X. A partition of unity of the sheaf F subordinate to the

covering {Uα}α is a collection of morphisms of sheaves γα : F −→ F such that

(i) γα is the zero morphism on an open neighborhood of the complement of Uα in X.

(ii)
∑

α γα = id, where id : F −→ F is the identity morphism.

A sheaf is said to be fine if it admits a partition of unity subordinate to some open cover of

X.

Example 3.11.2. The sheaf of smooth p–forms Ωp
M on a smooth manifold M is a fine sheaf.

Any sheaf of C∞M–modules (in particular, any locally free sheaf on M) is a fine sheaf.

Definition 3.11.3. Let E be a sheaf of abelian groups on a topological space X. An exact

sequence of sheaves on X of the form

0 −→ F −→ F0
d0−−−−→ F1

d1−−−−→ F2 −→ · · ·

is called a fine resolution if, for each k ∈ N0, the sheaves Fk are fine.

Example 3.11.4. The resolution in 3.10.8 is a fine resolution of the constant sheaf R.

Fine resolutions play a central role in sheaf cohomology in light of the following theorem

[158, p. 178]:

Lemma 3.11.5. Let G be a sheaf (of abelian groups, rings, modules) on a topological space

X. There is a canonical fine resolution (F•(G):

0 −→ G
α−−−→ F0 d0−−−−→ F2 d1−−−−→ · · ·

such that for any morphism of sheaves ϕ : G→ H, there is a commutative diagram between

the canonical resolutions of G and H.

The above result has the important consequence that on a paracompact topological space,

the sheaf cohomology groups, computed with respect to a fine resolution, are independent of

the choice of fine resolution [158, p. 180]:

Theorem 3.11.6. Let G be a sheaf (of abelian groups, rings, etc.) on a paracompact

topological space X. The sheaf cohomology groups Hk(X,F•(G)) are independent of the

choice of fine resolution F•(G).

In particular, the following definition is well-defined:
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3.12. Sheaf Cohomology Groups

Definition 3.12.1. Let G be a sheaf (of abelian groups, rings, etc.) on a paracompact

topological space X. The sheaf cohomology groups of G are defined

Hk(X,G) := Hk(X,F•(G)), ∀ k ∈ N,

for some fine resolution F•(G), and H0(X,G) := G(X).

3.13. Dolbeault Theorem

Theorem 3.13.1. (Dolbeault theorem). Let X be a complex manifold. Denote by Ωp
X the

sheaf of holomorphic p–forms on X. Then there is an isomorphism

Hp,q

∂
(X) ' Hq(X,Ωp

X).

Proof. Let Z
p,q
X denote the sheaf of smooth ∂̄–closed (p, q)–forms on X. This is a

subsheaf of the sheaf A p,q
X of smooth (p, q)–forms on X. From the Dolbeault lemma, the

sequence of sheaves

0 −→ Z
p,q
X −→ A p,q

X
∂̄−−−→ Z

p,q+1
X −→ 0

is exact for each p, q ∈ N0. Since the sheaf A p,q
X is fine, the long exact sequence on cohomology

implies that

Hk(X,Zp,q+1
X ) ' Hk+1(X,Zp,qX ),

for each k > 0, and the sequence

H0(X,A p,q
X )

∂̄−−−→ H0(X,Zp,q+1
X ) −→ H1(X,Zp,qX ) −→ 0

is an exact sequence of groups. In particular, H1(X,Zp,q−1
X ) is isomorphic to the quotient of

H0(X,Zp,qX ) by the image of H0(X,A p,q−1
X ) under ∂̄. From Z

p,0
X = Ωp

X , we see that

Hq(X,Ωp
X) = Hq(X,Zp,0X ) ' Hq−1(X,Zp,1X ) ' Hq−2(X,Zp,2X ) ' · · · ' H1(X,Zp,q−1

X ).

From the previous remark, we see that

H1(X,Zp,q−1
X ) ' H0(X,Zp,qX )/∂̄(H0(X,A p,q−1

X )) = Hp,q(X).

�
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3.14. A Brief Reminder of Čech Cohomology

LetX be a topological space, on which we have a sheaf F of abelian groups. Let U := {Uα}α∈A
be a locally finite open covering of X.

Definition 3.14.1. For p ∈ N0, a p–cochain of U with values in F is a function σ which

assigns to each (p+ 1)–tuple (α0, ..., αp) of A, a section σα0···αp ∈ F(Uα0 ∩ · · · ∩ Uαp).

The p–cochains form an abelian group, which we denote by

Cp(U,F) :=
∏

α0 6=α1 6=···6=αp

F(Uα0 ∩ · · · ∩ Uαp).

For p = 0, we have C0(U,F) :=
∏
α F(Uα).

Definition 3.14.2. The coboundary operator δ : Cp(U,F) → Cp+1(U,F), is defined by the

formula

(δσ)α0,...,αp+1 :=

p+1∑
k=0

(−1)kσα0,...,αk,...,αp+1

∣∣∣∣∣
Uα0∩···∩Uαp

.

Example 3.14.3. If σ = {σα} ∈ C0(U,F), then

(δσ)αβ = σβ − σα.

If σ = {σαβ} ∈ C1(U,F), then

(δσ)αβγ = σαβ + σβγ − σαγ .

It is straightforward to show that δ◦δ = 0. Hence, the coboundary operator δ endows C•(U,F)

with the structure of a complex. Hence, we can speak of the cohomology of (C•(U,F), δ):

Definition 3.14.4. Let U be a locally finite open covering of a topological space X. Let F

be a sheaf (of abelian groups, rings, modules) on X. The Čech cohomology groups of X with

values in F (relative to U) are

Ȟp(U,F) :=
{σ ∈ Cp(U,F) : δσ = 0}
{dτ : τ ∈ Cp−1(U,F)}

.

The construction of these cohomology groups hinges on the choice of locally finite open

covering U of X. To remove this dependence, we consider:

Remark 3.14.5. If V ≺ U, with U = {Uα}α∈A and V = {Vβ}β∈B, there is a map f : A→ B

such that Vβ ⊆ Uf(β). This furnishes a morphism

ρf : Cp(U,F) −→ Cp(V,F), (ρfσ)β0···βp := σf(β0)···f(βp)|Uβ0
∩···∩Uβp .
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Given two such maps f : A→ B and g : A→ B, it can be checked that the induced maps ρf

and ρg are chain homotopic9. In particular, since δ ◦ρf = ρf ◦ δ, we have induced morphisms

on cohomology

ρ : Ȟp(U,F)→ Ȟp(V,F)

which are well-defined, independent of the choice of f .

Definition 3.14.6. Let X be a topological space, endowed with a sheaf F of abelian groups.

We denote by Hp(X,F) the inductive limit of groups Hp(U,F), where U runs over all filtered

orderings of classes of coverings of X, with respect to the morphisms ρ.

In other words, an element of Hp(X,F) is a pair (U, γ) with γ ∈ Hq(U,F) subject to the

following identification: We identify (U, γ) and (V, η) whenever there exists a covering W

such that W ≺ U, W ≺ V, and ρ(W,U)(γ) = ρ(W,V)(η) in Hp(W,F).

Theorem 3.14.7. Let X be a topological space on which we have a simplicial complex ΣX .

Then there is an isomorphism

Hp(ΣX ,Z) ' Ȟp(X,Z),

where the left-hand side is the simplicial cohomology of ΣX , and the right-hand side is the

Čech cohomology of the constant sheaf Z on X.

3.15. Serre Duality

Theorem 3.15.1. (Serre duality). Let X be a compact complex manifold of (complex)

dimension n. Let E → X be a holomorphic vector bundle. There is a conjugate linear

isomorphism

Hk(X,Ωp
X(E)) −→ Hn−k(X,Ωn−p

X (E∗)).

Corollary 3.15.2. Let X be a compact complex manifold of (complex) dimension n. Then

(i) bk(X) = b2n−k(X) for all k ∈ {0, ..., 2n}.
(ii) hp,q(X) = hn−q,n−p(X), for all p, q ∈ {0, ..., n}.

9For details, see [261, Proposition 3.3] and [122, Chapter IV, §3].
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Divisors, Line Bundles, and Characteristic Classes

One of the essential features of the theory of complex-analytic functions is that the inspiring

beauty of such functions demands a high compensation in the form of their rigidity. This

strips the study of holomorphic functions on a compact manifold of any interest: they are all

constant. There are two natural ways to recover from this:

(i) Allow (reasonable) singularities to be introduced in the holomorphic map, i.e., we

may consider meromorphic maps.

(ii) Allow the target space of the holomorphic map to be a non-trivial line bundle (noting

that a holomorphic function X → C is a section of the trivial bundle C→ X).

These two routes turn out to be intimately related. Let us first recall:

4.1. Analytic Sets and Analytic Subvarieties

Definition 4.1.1. Let D ⊆ Cn be a connected open set. A subset A ⊂ D is said to be

analytic at p ∈ D if there is an open neighborhood U ⊂ D of p and holomorphic functions

f1, ..., fk ∈ O(U) such that

A ∩ U = V (f1, ..., fk) := {x ∈ U : fi(x) = 0 ∀i = 1, ..., k}.

We say that A is an analytic subvariety of D if A is analytic at every point p ∈ D.

Remark 4.1.2. By Oka’s coherence theorem [145] the number of analytic functions f1, ..., fk

which locally describe an analytic subvariety is always finite. Further, it is clear that the

above definition easily extends to define analytic subvarieties of complex manifolds.

Definition 4.1.3. Let A be an analytic subvariety of a complex manifold X. We say that

A is irreducible if A cannot be written as the union of two analytic subvarieties of X.

Remark 4.1.4. From [149, p. 21], an analytic subvariety A is irreducible if and only if A◦

is connected.

It is a standard fact (see, e.g., [155]) that an analytic subvariety can be written as a union

of its irreducible components.

Definition 4.1.5. Let A be an analytic subvariety of a complex manifold X. Let p ∈ A be

a point with A locally described (in some open neighborhood U of p) by the holomorphic

69
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functions f1, ..., fk. We say that p is a smooth point of A if the Jacobian of the local defining

functions J(f1, ..., fk) has maximal rank k. The set of smooth points of an analytic subvariety

A is denoted A◦. The dimension of an analytic subvariety A is defined to be the dimension

of A◦.

4.2. Divisors

Let Σ be a compact Riemann surface, and let f be a meromorphic function1 on Σ. Let

V (f) := {x ∈ Σ : f(x) = 0} denote the vanishing locus of f , and P (f) := {x ∈ Σ : 1/f(x) =

0} denote the polar locus of f . Since Σ is compact, both V (f) and P (f) are locally finite sets

in Σ. The points of V (f) and P (f) contain more data than merely set-theoretic information:

the points are associated with integers – the multiplicity of f . This leads to the notion of a

divisor:

Definition 4.2.1. Let X be a complex manifold. A divisor D on X is a (locally finite)

formal Z–linear combination of codimension-one analytic subvarieties

D :=
∑
p

mp ·Ap,

where mp ∈ Z and Ap ⊂ X are codimension-one analytic subvarieties.

The set of divisors on a complex manifold X form a group Div(X) with respect to addition.

Example 4.2.2. Let f be a meromorphic function on a compact Riemann surface Σ. For

a point p ∈ Σ, let ordp(f) denote the order of vanishing (if ordp(f) > 0) or the order of the

pole (if ordp(f) < 0). Then

div(f) :=
∑
p∈Σ

ordp(f) · p

is a divisor on Σ.

More generally, let V ⊂ X be an (irreducible) analytic hypersurface. For any point p ∈ V, let

f denote the local defining function for V near p. If u is a holomorphic function defined on a

neighborhood U ⊂ X that contains p, we define the order of u along V at p to be the largest

integer λ ∈ Z such that u = fλ · v (in the local ring OX,p) for some (local) holomorphic

function v. From [?, p. 10], relatively prime elements of OX,p remain relatively prime in

nearby local rings, so we see that ordV,p(u) is independent of p. Hence, for an irreducible

analytic hypersurface V, the order of u along V is defined to be the order of u along V at any

point p ∈ V. Note that for u, v any holomorphic functions, V any irreducible hypersurface,

ordV(u · v) = ordV(u) + ordV(v).

1That is, a section of the sheaf of (germs of) meromorphic functions on Σ.
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Let f be a meromorphic function on X, locally given by f = u/v, with u, v holomorphic and

relatively prime. For V an irreducible hypersurface, we define

ordV(f) := ordV(u)− ordV(v).

We then define div(f) :=
∑

V ordV(f) · V, where the sum is over all irreducible analytic

hypersurfaces of X.

Definition 4.2.3. A divisor D on a compact complex manifold X is said to be a principal

divisor if D = div(f) for some meromorphic function f on X.

The space of principal divisors forms a subgroup of Div(X) which we denote by PDiv(X).

Remark 4.2.4. There is a natural group homomorphism attached to the group of divisors

Div(X) – the degree function:

deg : Div(X) −→ Z, deg

∑
p∈X

mp · p

 :=
∑
p∈X

mp.

The kernel of deg is the subgroup Div0(X) of divisors of degree zero.

Remark 4.2.5. Since the number of poles of a meromorphic function must be equal to the

number of zeroes (counted with multiplicity) on a compact Riemann surface (see, e.g., [217]),

we see that

deg(div(f)) = 0

for any meromorphic function f . In particular, PDiv(Σ) is a subgroup of Div0(Σ).

Example 4.2.6. Let f be a meromorphic function on P1. Restricting f to the affine part

C ' P1 − {+∞}, and letting z denote the affine coordinate on C, write

f(z) = a0

n∏
k=1

(z − wk)mk ,

where mk ∈ Z and a0, wk ∈ C. Then

div(f) =
n∑
k=1

mk · wk −

(
n∑
k=1

mk

)
· ∞.

Example 4.2.7. Let ϑ denote the standard theta function. This defines an entire function

which has simple zeroes at the points (1/2) + (τ/2) + `, for all lattice points ` ∈ Z + τZ.

Then

div(ϑ) =
∑
m,n∈Z

1 · (1/2) + (τ/2) +m+ nτ.
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Let M∗X denote the multiplicative sheaf of meromorphic functions on X. Write O∗X for the

multiplicative sheaf of holomorphic functions on X. A global section of the quotient M∗X/O
∗
X

is specified by an open cover (Uα)α of X together with meromorphic functions fα ∈MX(Uα)

such that
fα
fβ
∈ O∗X(Uα ∩ Uβ).

For any analytic subvariety of codimension one A ⊂ X, we have ordA(fα) = ordA(fβ). Hence,

we can associate to the global section of M∗X/O
∗
X , the divisor

D :=
∑
A

ordA(fα) ·A,

where, for each A, we choose α such that A ∩ Uα 6= 0.

On the other hand, if we have a divisor D =
∑

kmk ·Ak, then may cover X by open sets Uα

such that Ak ∩ Uα is the vanishing locus of an analytic function fkα ∈ OX(Uα). If we set

fα :=
∏
k

fmkkα ∈M∗X(Uα)

we obtain a global section of M∗X/O
∗
X :

Theorem 4.2.8. The map which sends a meromorphic function to its principal divisor

defines an isomorphism of groups

Div(X) ' H0(X,M∗X/O
∗
X).

Remark 4.2.9. Since any point on a Riemann surface Σ is an irreducible analytic subvariety

of codimension one, Div(Σ) is always large. This phenomenon does not persist for complex

manifolds of higher dimensions, however. For instance, a sufficiently generic complex torus

Cn>1/Λ has no analytic subvarieties of positive dimension. If X is a projective manifold,

however, i.e., X embeds into some Pn, then intersecting X with hyperplanes can be used to

generate a bountiful number of divisors. We will see later that projective manifolds can be

characterized (amongst compact complex manifolds) by the existence of a large number of

divisors.

4.3. Effective Divisor

Definition 4.3.1. Let D =
∑
cαVα, cα ∈ Z, be a divisor on a complex manifold X. We say

that D is effective if the coefficients cα ≥ 0.

Remark 4.3.2. If X is a compact Riemann surface, a divisor is, in general, cut out by a

meromorphic function. Effective divisors on X are cut out by holomorphic functions.
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4.4. Linear Systems

Definition 4.4.1. Let X be a complex manifold. Two divisors D1,D2 ⊂ X are said to be

linearly equivalent if their difference is a principal divisor

D1 = D2 + div(f).

The set of divisors linearly equivalent to a divisor D is called the linear system associated to

D, denoted by |D|.

4.5. Line Bundles

Let L −→ X be a (holomorphic) line bundle over a complex manifold. Cover X by open

sets Uα such that L|Uα ' Uα × C. Denote the local trivializations by ϕα : L|Uα −→ Uα × C.

Over any overlap Uα ∩ Uβ, we have transition maps ϕαβ : Uα ∩ Uβ −→ C∗ for L given by

ϕαβ = ϕα ◦ ϕ−1
β . Observe that the following Čech 1–cocycle condition holds:

ϕαβϕβα = 1, ϕαβϕβγϕγα = 1. (4.5.1)

Indeed, (4.5.1) implies that the Čech 1–cochain Φαβ defined by transition maps {ϕαβ ∈
O∗X(Uα ∩ Uβ)} satisfies δ(Φαβ) = 0.

If consider another local trivialization for L, given by ψα : L|Uα −→ Uα × C, then we can

find holomorphic functions fα ∈ O∗X(Uα) such that ψα = fαϕα. Hence, the transition maps

are

ψαβ = ψα ◦ ψ−1
β =

fα
fβ
ϕαβ, (4.5.2)

and therefore, two collections of transition maps {ψαβ} and {ϕαβ} define the same line

bundle if and only if there are holomorphic functions fα ∈ O∗X(Uα) satisfying (4.5.2). In

other words, the Čech 1–cocycles {ψαβ} and {ϕαβ} define the same line bundle if and only

if their difference2 {ψαβϕ−1
αβ} is a Čech 1–coboundary:

Theorem 4.5.1. The map which sends a line bundle L −→ X to the Čech 1–cocycle given

by its transition maps defines an isomorphism of groups:

Pic(X) ' H1(X,O∗X).

Example 4.5.2. For any n ∈ N,

Pic(Pn) ' Z,

the generator given by the hyperplane bundle OPn(1).

2Since the sheaves are multiplicative, difference is understood to mean ratio.
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Remark 4.5.3. Let us briefly remark that the group H2(X,O∗X) is also of particular impor-

tance. Let X be a compact complex manifold (or, more generally, a complex space). The set

of isomorphism classes of holomorphic Pk–bundles over X is denoted by Projk(X). We have

an exact sequence of sheaves on X:

1 −→ O∗X −→ GLk(OX) −→ PGLk(OX) −→ 1,

from which we obtain an exact sequence

H1(X,GLk(OX))
P−−−→ H1(X,PGLk(OX))

δk−−−−→ H2(X,O∗X)).

Identifying H1(X,GLk(OX)) with the set of isomorphism classes of holomorphic rank k vector

bundles on X and H1(X,PGLk(OX)) with Projk−1(X), we may write

Vectk(X)
P−−−→ Projk−1(X)

δk−−−−→ H2(X,O∗X).

4.6. Insignificant Bundles

A projective bundle of the form P(E), for some vector bundle E, is said to be insignificant.

Hence, δk is the obstruction to P ∈ Projk−1(X) coming from a vector bundle E, i.e., to P

being insignificant. Let

Proj(X) :=
∐
k∈N

Projk(X).

The composition law ⊗ endows Proj(X) with a natural monoid structure, which, on insignif-

icant bundles, is given by P(E) ⊗ P(F) = P(E ⊗ F). Moreover, the involution P(E) → P(E∗)

on insignificant bundles extends to an involution on Proj(X).

An equivalence relation on Proj(X) is then defined by declaring that

P ∼ Q ⇐⇒ P⊗ P(E) ' Q⊗ P(F).

4.7. The Brauer Group

Definition 4.7.1. The Brauer group (in the sense of Grothendieck) of X is the quotient

Br(X) := Proj(X)/ ∼ .

4.8. The Correspondence Between Divisors and Line Bundles

Let us briefly describe the correspondence between divisors and line bundles. Let X be

a complex manifold and D ⊂ X a divisor. Relative to an open cover {Uα}α of X, let

fα ∈ M∗(Uα) be the local defining functions for D. We construct the line bundle associated

to D, which we denote by OX(D), by declaring the transition maps to be gαβ := fα/fβ. It is

clear that the map D 7→ OX(D) is well-defined, and moreover, defines a morphism of groups

Div(X)→ Pic(X).
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Example 4.8.1. An easy argument (see, e.g., [149, p. 134] for details) shows that OX(D)

is trivial if and only if D is a principal divisor.

Let us also mention that if H = Pn−1 denotes the hyperplane divisor in Pn, then OPn(H) is

the hyperplane bundle OPn(1).

4.9. Chern Classes

Let X be a complex manifold. The exponential sequence

0 −→ Z −→ OX −→ O∗X −→ 0

is an exact sequence of sheaves, which fails to be exact at the level of global sections. We,

therefore, have the corresponding long exact sequence on cohomology:

· · · −→ H1(X,OX) −→ Pic(X)
δ−−−→ H2(X,Z) −→ · · · , (4.9.1)

where δ is the coboundary map.

Definition 4.9.1. Let L −→ X be a (holomorphic) line bundle. The first Chern class of

c1(L) of L is the cohomology class given by c1(L) := δ([L]) ∈ H2(X,Z), where [L] is the

holomorphic equivalence class of L in Pic(X).

Remark 4.9.2. Since δ : Pic(X) −→ H2(X,Z) is a morphism of groups, if L∗ is the line

bundle dual to L, then L∗ ⊗ L ' OX , implies that

c1(L∗) + c1(L) = δ([L∗]) + δ([L]) = δ([L∗ ⊗ L]) = δ([OX ]) = 0 ∈ H2(X,Z).

In particular, the first Chern class reverses sign under inversion of line bundles in Pic(X):

c1(L∗) = −c1(L).

Similarly, the first Chern class is additive:

c1(L⊗A) = δ([L⊗A]) = δ([L]) + δ([A]) = c1(L) + c1(A).

Finally, if f : X −→ Y is a holomorphic map between complex manifolds, and L −→ Y is a

line bundle, then the first Chern class commutes with pullback:

c1(f∗L) = f∗c1(L).

Example 4.9.3. Let us consider the sequence (4.9.1) with X = Pn. Since

H1(Pn,OPn) = H2(Pn,OPn) = 0,

it follows that δ : Pic(Pn) −→ H2(Pn,Z) ' Z is an isomorphism. In particular, every line

bundle on Pn is determined by its first Chern class. In other words, every divisor on Pn is

linearly equivalent to some multiple of the hyperplane divisor H = Pn−1 ⊂ Pn.
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Example 4.9.4. If Σ is a compact Riemann surface of genus g, then c1(KΣ) = −χ(Σ) =

2 − 2g. In particular, the first Chern class of a compact Riemann surface is homotopy-

invariant.

4.10. Intersection Theory

Let us now discuss the pairing between line bundles and curves in a complex manifold X.

Here, a curve in X is understood to mean a (not necessarily irreducible) analytic subvariety of

dimension 1. In the following definition, Θ(L,h) denotes the curvature form of the Hermitian

metric h on L (see §2.2 for the relevant theory).

Definition 4.10.1. Let C be a curve in a complex manifold X. Let L→ X be a holomorphic

line bundle over X. We define the intersection pairing

L · C :=

∫
C◦

Θ(L,h),

where h is a Hermitian metric on L and C◦ denotes the set of smooth points of C.

Remark 4.10.2. By Stokes’ theorem (see [149, p. 33] for the proof of Stokes’ theorem if C

is not smooth), the definition is well-defined, independent of the choice of Hermitian metric.

The above definition extends to a pairing between divisors D ⊂ X and curves C ⊂ X. Indeed,

let OX(D) be the line bundle associated to the divisor D. Then we set

D · C := OX(D) · C.

In fact, we can still further extend the definition to define a pairing between a curve C and

any cohomology class [α] ∈ H1,1(X,R) by setting

[α] · C :=

∫
C

α.

Definition 4.10.3. Let L→ X be a holomorphic line bundle over a complex manifold X of

(complex) dimension n. We define the top intersection number of L to be

c1(L)n :=

∫
X

(
Θ(L,h)

)n
.

Remark 4.10.4. We may sometimes ∫
X
c1(L)n,

which is understood to be the top intersection number of L in the above sense.
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4.11. The Nakai–Moishezon Criterion

Let L → X be a holomorphic line bundle over a compact complex manifold X. If D is an

ample divisor3 in X, then ∫
Y
c1(D)k > 0

for any subvariety Y ⊂ X of dimension k, where 0 < k ≤ n = dimCX. The Nakai–Moishezon

criterion asserts that if X is projective, the converse is true [336, p. 205]:

Theorem 4.11.1. (Nakai–Moishezon criterion). Let Xn be a projective manifold which

supports a divisor D. Then D is ample if and only if for any 0 < k ≤ n, and any irreducible

subvariety Y ⊂ X of dimension k, we have∫
Y
c1(D)k > 0.

3That is, if the associated line bundle OX(D) is an ample line bundle in the sense of 18.6.



CHAPTER 5

Hermitian and Kähler Manifolds

From now on, unless otherwise stated, all complex structures are assumed to be integrable.

5.1. Hermitian Metrics

Definition 5.1.1. Let X be a complex manifold with an underlying complex structure J .

A Riemannian metric g on X is said to be Hermitian (or more precisely, J–Hermitian) if

g(Ju, Jv) = g(u, v),

for all u, v ∈ TX.

Remark 5.1.2. That is, the complex structure J is orthogonal with respect to the Hermitian

metric g. If (gij) denote the components of the Riemannian metric g, then the Hermitian

condition translates to

gijJ
i
kJ

j
` = gk`.

Definition 5.1.3. A complex manifold X endowed with a Hermitian metric g is referred to

as a Hermitian manifold. If the underlying almost complex structure is not integrable, then

we say (X, g) is an almost Hermitian manifold.

Proposition 5.1.4. Let X be a complex manifold with a complex structure J . Then X

admits a Hermitian metric.

Proof. A manifold (by our definition) is paracompact, and hence, admits a Riemannian

metric. Call this metric g. If J denotes the complex structure on X, then the prescription

h(u, v) := g(u, v) + g(Ju, Jv)

defines a Hermitian metric on X. �

Suppose (M2n, g) supports an almost complex structure J : TRM −→ TRM compatible with

g in the sense that (by writing J for the complex-linear extension of J)

g(Ju, Jv) = g(u, v), (5.1.1)

for all u, v ∈ TCM . Let {x1, ..., xn, xn+1, ..., x2n} denote smooth (real-valued) local coordi-

nates on M . Introduce the notation I := i+ n to apply the Einstein summation convention.

78



5.1. HERMITIAN METRICS 79

Assume the almost complex structure acts according to

J

(
∂

∂xi

)
=

∂

∂xI
, J

(
∂

∂xI

)
= − ∂

∂xi
.

In these coordinates, the Riemannian metric reads

g = gikdxi ⊗ dxk + giKdxi ⊗ dxK + gIkdxI ⊗ dxk + gIKdxI ⊗ dxK .

From (5.1.1), we see that

gik = gIK , giK = gKi = −gkI = −gIk.

Introduce the following complex coordinates {zi, z̄i} on M , given by

zi := xi +
√
−1xI , z̄i := xi −

√
−1xI .

Then dzi = dxi +
√
−1dxI and dzi = dxi −

√
−1dxI , and hence,

∂

∂zi
:=

1

2

(
∂

∂xi
−
√
−1

∂

∂xI

)
,

∂

∂z̄i
:=

1

2

(
∂

∂xi
+
√
−1

∂

∂xI

)
.

Let us write h : TCM×TCM −→ C for the Hermitian form coming from the complexification

of g, i.e.,

h(u, v) := g(u, v),

for u, v ∈ TCM . We observe that

hij = h

(
∂

∂zi
,
∂

∂zj

)
= 0 = h

(
∂

∂z̄i
,
∂

∂z̄j

)
= hīj̄ ,

moreover,

hij := h

(
∂

∂zi
,
∂

∂z̄j

)
= gij +

√
−1giJ .

In particular, we see that Re(h) = g and Im(h) = −ω, where ω is the (1, 1)–form

ω(u, v) := g(Ju, v).

Cautionary Remark 5.1.5. Let h be a Hermitian metric with underlying Riemannian

metric g and (1, 1)–form ω. We will often express this data by simply writing ω; when we

wish to specify the additional data given by g, we write ωg. It is a ubiquitous tradition in

complex geometry to refer to the (1, 1)–form ωg as the Hermitian metric, and this tradition

will be maintained here. Let us also caution the reader that ωg appears under a number of

names in the literature, most commonly referred to as the fundamental 2–form, fundamental

(1, 1)–form, associated (1, 1)–form, or Kähler form1. We will also at times adopt the notation

{·, ·}h in place of h(·, ·).

1This name is maintained even if the Hermitian metric is not a Kähler metric.
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In general, a Hermitian metric can be a rather ungodly object. As a consequence, great

success has been achieved by considering classes of Hermitian metrics which support some

additional structure, the most famous of which are the following:

5.2. Kähler Metrics

Definition 5.2.1. Let (X,ω) be a Hermitian manifold. The Hermitian metric ω is said to

be a Kähler metric if the associated (1, 1)–form is closed

dω = 0. (5.2.1)

A Hermitian manifold (X,ω) is said to be Kähler if ω is a Kähler metric. A complex manifold

X is said to be Kähler if it supports a Kähler metric.

Remark 5.2.2. It is clear from writing d = ∂ + ∂̄ and decomposing the Kähler condition

(5.2.1) into types, that (5.2.1) is equivalent to ∂ω = 0 or ∂̄ω = 0.

Proposition 5.2.3. Let (X,ωg) be a Kähler manifold. Then in local coordinates (z1, ..., zn),

the metric g =
∑n

i,j=1 gijdzi ⊗ dzj has the following symmetry:

∂gij
∂zk

=
∂gkj
∂zi

,
∂gij
∂zk

=
∂gik
∂zj

.

Proof. Let ω =
√
−1
∑n

i,j=1 gijdzi ∧ dzj . Then

0 = dω =
√
−1
∑
i,j,k

∂gij
∂zk

dzk ∧ dzi ∧ dzj +
√
−1
∑
i,j,k

∂gij
∂zk

dzk ∧ dzi ∧ dzj ,

from which the statement readily follows. �

Remark 5.2.4. We will see in Chapter 2 that the above proposition states precisely that

the torsion of the Chern connection of a Kähler metric vanishes (and conversely).

Given the restrictive nature of the Kähler condition (5.2.1), it is surprising that Kähler

metrics exist at all. One of the remarkable features of the subject, however, is that they

happen to exist in abundance:

Example 5.2.5. Let (z1, ..., zn) denote the standard coordinates on Cn. The Euclidean

metric

ωCn :=
√
−1

n∑
k=1

dzk ∧ dzk

is certainly closed, and thus (Cn, ωCn) is a Kähler manifold.
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Example 5.2.6. Let [z0 : z1 : · · · : zn] be homogeneous coordinates on Pn. Let U0 = {z0 =

1} ' Cn. The Fubini–Study metric ωFS affords the following description in the open affine

chart U0:

ωFS =
√
−1∂∂ log(1 + |z|2),

where |z|2 =
∑n

i=1 |zi|2.

To see that this metric is globally defined, let U1 = {w1 = 1} ' Cn be another open affine

chart on Pn. On the overlap U0 ∩ U1, we have z1 = 1
w0

and zi = wi
w0

for all i ≥ 2. Hence,

ωFS =
√
−1∂∂ log(1 + |z|2)

=
√
−1∂∂ log

(
1 +

1

|w0|2
+

n∑
i=2

∣∣∣∣wiw0

∣∣∣∣2
)

=
√
−1∂∂ log(1 + |w|2)−

√
−1∂∂ log |w0|2

=
√
−1∂∂ log(1 + |w|2).

Example 5.2.7. The Bergman metric

ωB :=
√
−1∂∂̄ log(1− |z|2)

on the ball Bn ⊂ Cn is certainly a Kähler metric.

Example 5.2.8. Any Riemann surface is Kähler. This is immediate from the fact that a

(2, 2)–form dω vanishes identically on a Riemann surface.

5.3. The Boothby Metric

Example 5.3.1. Let X := S2n−1 × S1 denote the Hopf manifold. Then X is diffeomorphic

to the quotient of Cn\{0} by the cyclic group generated by z 7→ 1
2z. The Boothby metric (or

standard metric) on X is the Hermitian metric induced by the Euclidean metric on Cn\{0}:

ω0 :=
√
−1
∑
i,j

4

|z|2
dzi ∧ dzj .

It is easy to show that ω0 is Hermitian but not Kähler.

Example 5.3.2. The Kähler condition is preserved under holomorphic immersions. More

precisely, let f : Y → (X,ω) be a holomorphic immersion with ω a Kähler metric. The

pullback of ω to Y is given by (f∗ω)(u, v) = ω(df(u), df(v)). Since f is holomorphic, the

complex structure is preserved, and since f is an immersion f∗ω will be non-degenerate.

An important specific case of this is the following:
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Example 5.3.3. The Kähler property is preserved under restriction to complex submani-

folds. In particular, all projective manifolds are Kähler (being complex submanifolds of Pn),

and all Stein manifolds are Kähler (being complex submanifolds of Cn).

Remark 5.3.4. Not all compact Kähler manifolds are projective, however. Indeed, a suffi-

ciently generic complex torus is not projective.

Historically, although non-Kähler metrics are quite easy to produce (for instance, deforming

a Kähler metric ω within its conformal class ω 7→ e2uω will violate the Kähler condition, in

general), finding explicit complex manifolds which do not support Kähler metrics are not so

easy to find.

We will see in Chapter 1.7 that for compact complex surfaces, the Kähler condition is deter-

mined entirely by the topology of the underlying manifold:

Theorem 5.3.5. A compact complex surface is Kähler if and only if its first Betti number

b1 is even.

The above theorem can be used to exhibit the first non-Kähler complex manifold:

Example 5.3.6. The Hopf surface S3 × S1, discovered by Hopf [171], has b1 = 1, and thus,

does not support a Kähler metric.

5.4. The Kähler cone

There are now many known examples of non-Kähler manifolds, which we will progressively

encounter. To describe another readily-available obstruction to the existence of a Kähler

metric on a complex manifold, we make the following important definition:

Definition 5.4.1. A cohomology class in H2
DR(X,R) is called a Kähler class if it can be

represented by a Kähler metric. The set of all Kähler classes on X is denoted by K(X), and

is called the Kähler cone.

Proposition 5.4.2. Let (X,ω) be a compact Kähler manifold. Then the cohomology class

[ω] ∈ H2
DR(X,R) is non-trivial. In particular, if b2(X) = 0, then X does not support a Kähler

structure.

Proof. Suppose [ω] = 0 in H2
DR(X,R). Then ω = dα for some α ∈ Λ1(X), and we may

write

ωn = dα ∧ ωn−1.

Observe that

d(α ∧ ωn−1) = dα ∧ ωn−1 − α ∧ dωn−1 = dα ∧ ωn−1 − α ∧ (n− 1)(dω) ∧ ωn−2.
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Since ω is closed, we see that

d(α ∧ ωn−1) = dα ∧ ωn−1 = ωn.

By Stokes’ theorem, ∫
X
ωn =

∫
X
d(α ∧ ωn−1) = 0,

since X is compact without boundary. �

Remark 5.4.3. The above argument was communicated to me by Ramiro Lafuente. If one

has access to the ∂∂–lemma, then we can also argue as follows2: If [ω] = 0 in H2
DR(X,R), then

ω = dα for some 1–form α. By the ∂∂–lemma, we can write ω =
√
−1∂∂ϕ for some smooth

strictly plurisubharmonic function ϕ : X → R. By compactness, the maximum principle

shows that this is not possible.

Remark 5.4.4. The above proposition is certainly false if X is not compact – take the

cohomology class represented by the Euclidean metric on Cn.

An immediately corollary of 5.4.2:

Corollary 5.4.5. No Kähler structure exists on a complex manifold homeomorphic to S6.

5.5. Wirtinger’s Theorem

One beautifully transparent instance of the contrast between the real and complex-analytic

categories is the Wirtinger theorem – an elementary (but striking) consequence of the inter-

play between the real and imaginary parts of a Hermitian metric [266, p. 101]:

Theorem 5.5.1. (Wirtinger’s theorem). Let Y be a k–dimensional complex submanifold of

a Hermitian manifold (X,ω). Then

vol(Y ) =
1

k!

∫
Y
ωk.

Proof. Let X be a complex manifold with a Hermitian metric h. In a neighborhood U

of a fixed point, let {ϕ1, ..., ϕn} be a holomorphic unitary frame for the tangent bundle Ω1,0
X .

In U, write

h =
∑
k

ϕk ⊗ ϕ̄k.

Decompose the Hermitian metric into real and imaginary parts h = g−
√
−1ω, where g is the

Riemannian metric and ω is real (1, 1)–form. Write ϕk = αk +
√
−1βk for the decomposition

of the (1, 0)–forms into real and imaginary parts. Then

g = Re(h) =
∑
k

(αk ⊗ αk + βk ⊗ βk), and ω =
∑
k

αk ∧ βk.

2This was the original argument I had in mind.
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The Riemannian volume element dVg is then computed to be

dVg = α1 ∧ β1 ∧ · · · ∧ αn ∧ βn.

On the other hand, the top exterior power of ω is

ωn = n! α1 ∧ β1 ∧ · · · ∧ αn ∧ βn = n! dVg.

Now for any complex submanifold Y ⊂ X of dimension d. The (1, 1)–form associated with

the metric on Y (induced by restriction) is given by restricting ω to Y . Applying the above

to the induced metric on Y proves the theorem. �

Remark 5.5.2. The principle that the volume of a complex submanifold Y ⊂ X is computed

by integrating a differential form defined on all of X, in contrast to the computation of arc

length, surface area, etc., in the Riemannian setting, is of fundamental importance.

Remark 5.5.3. It is worth emphasizing that the Kähler condition is not used in the proof of

Wirtinger’s theorem. The Kähler condition does yield further mileage, however. Indeed, the

Wirtinger theorem states that for Kähler manifolds, a suitable normalization of the exterior

power of the Kähler form defines a calibration.

5.6. Calibrated Manifolds

To remind the reader, let (Mn, g) be a Riemannian manifold. We understand an oriented

tangent k–plane V to be a k–dimensional subspace of some tangent space TpM , endowed with

an orientation. Since V supports an orientation, the restriction of the Riemannian metric g

to V induces a volume form (i.e., a k–form) on V, which we write as volV.

Definition 5.6.1. Let (M, g) be a Riemannian manifold. A closed k–form α on M is said

to be a calibration on M if, for any oriented k–plane V, we have

α|V ≤ volV.

A Riemannian manifold with a calibration is said to be a calibrated manifold.

Example 5.6.2. Let (X,ω) be a Kähler manifold. The (normalized) exterior powers

αk :=
1

k!
ωk

of the Kähler form define calibrations.

Let Nk be an oriented submanifold of a calibrated manifold (M, g, α). Then each tangent

space TpN , p ∈ N , is an oriented tangent k–plane.
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Definition 5.6.3. We say that N is a calibrated submanifold (with respect to the calibration

α) if

α|TpN = volTpN ,

for all p ∈ N .

Example 5.6.4. The Wirtinger theorem asserts that complex submanifolds of Kähler man-

ifolds are calibrated submanifolds (with respect to the calibrations defined in 5.6.2).

The theory of calibrated geometry gives a useful context for understanding several results in

Kähler geometry. One such example that we will make use of later is the following:

Theorem 5.6.5. Let N be a compact submanifold of a calibrated manifold (M, g, α). Then

N is volume-minimizing within its homology class.

Proof. Let dimRN = k, and write [N ] ∈ Hk(M,R) for the corresponding homology

class. Since the calibration is, by definition, closed, α represents a de Rham cohomology

class [α] ∈ Hk
DR(M,R). Write · : Hk

DR(M,R) ×Hk(M,R) → R for the dual pairing. Then,

since N is a calibrated submanifold,

[α] · [N ] =

∫
p∈N

α |TpN =

∫
p∈N

volTpN = Vol(N).

Let Ñ be a compact k–dimensional submanifold of M , homologous to N . Then, since α is a

calibration,

[α] · [N ] = [α] · [Ñ ] =

∫
p∈Ñ

α|
TpÑ

≤
∫
p∈Ñ

vol
TpÑ

= vol(Ñ).

�

Corollary 5.6.6. Let (X,ω) be a Kähler manifold. Compact complex submanifolds of X

are volume-minimizing within their homology classes.

5.7. Balanced and Pluriclosed Metrics

There are several ways to relax the Kähler condition. One wants to form classes of Hermitian

metrics, which adequately uniformize the wilderness of Hermitian manifolds. In this respect,

two natural classes of metrics readily emerge:

Definition 5.7.1. Let (X,ω) be a Hermitian manifold of (complex) dimension n. We say

that ω is

(i) a balanced metric if dωn−1 = 0.

(ii) a pluriclosed metric if ∂∂̄ω = 0.
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Remark 5.7.2. It is worth noting that the balanced condition is the only non-trivial d–closed

condition one can place on a power of the metric ω. Indeed, it easy to see that dωk = 0 for

1 ≤ k ≤ n− 2 implies that dω = 0.

Example 5.7.3. It is clear that for complex surfaces, the balanced condition is equivalent to

the Kähler condition. On the other hand, we will see momentarily that pluriclosed metrics

always exist on compact complex surfaces. To see this, we make the following definition:

5.8. Gauduchon Metrics

Definition 5.8.1. Let (X,ω) be a Hermitian manifold of (complex) dimension n. We say

that ω is a Gauduchon metric if

∂∂̄ωn−1 = 0.

The following theorem of Gauduchon [137] shows that Gauduchon metrics always exist:

Theorem 5.8.2. Let (X,ω) be a compact Hermitian manifold. Then there is a smooth

function u : X → R such that ωu := e2uω is a Gauduchon metric. Moreover, the Gauduchon

metric is unique in its conformal class.

Corollary 5.8.3. Any compact complex surface admits a pluriclosed metric.

5.9. The Fino–Vezzoni Conjecture

Remark 5.9.1. There is a curious duality between balanced and pluriclosed metrics. We

will see in Chapter 2 that a straightforward argument shows that a Hermitian metric which is

simultaneously balanced and pluriclosed is Kähler. On the other hand, we have the following

conjecture:

Conjecture 5.9.2. (Fino–Vezzoni [127]). Let X be a compact complex manifold. If X

supports a balanced metric and a pluriclosed metric, then X admits a Kähler metric.

There is a growing amount of evidence for this conjecture:

Example 5.9.3. Michelsohn [215] showed that all twistor spaces admit balanced metrics.

By an older result of Hitchin [170], twistor spaces never admit Kähler metrics, with two

exceptions P3 (the twistor space of S4), and the flag space (the twistor space of P2). Verbitsky

[303] showed that the twistor space of a compact anti-self-dual Riemannian manifold of

dimension 4 which admits a pluriclosed metric must be Kähler.

Example 5.9.4. A very interesting example is given by k–copies X := ]k(S3 × S3) of the

connected sum of S3 × S3. It is clear that X is not Kähler. Further, since the Aeppli

cohomology group H1,1
A (X) = 0 vanishes, any pluriclosed metric ω on X is of the form
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ω = ∂ϕ + ∂ϕ, for some ϕ ∈ Ω1,0
X . Suppose, in addition, that α is a balanced metric on X.

Then

0 <

∫
X
ω ∧ αn−1 =

∫
X

(∂ϕ̄+ ∂̄ϕ) ∧ αn−1 = 0.

Fu–Li–Yau [132] showed (via conifold transitions) that for k ≥ 2, Xk admits balanced met-

rics. It is known that Xk does not support pluriclosed metrics. At present, the following

question remains open:

Question 5.9.5. Does S3 × S3 admit a balanced metric?

The relationship between balanced and pluriclosed metrics is particularly curious given their

vastly different nature. It was elucidated in the seminal work of Michelsohn [215] that bal-

anced metrics are, in a very precise sense, dual to Kähler manifolds. Pluriclosed metrics

are more complex-analytic in nature, however, since the operator ∂∂̄ is a primarily complex-

analytic operator.

Recall that in 5.3.2, we saw that the Kähler condition was preserved by holomorphic immer-

sions. For balanced manifolds, we have the following dual statement:

Proposition 5.9.6. Let f : X → Y be a holomorphic submersion. If X is balanced, then Y

is balanced.

Definition 5.9.7. A complex manifold Mn is said to be homologically balanced if every

closed de Rham current of dimension 2n− 2 whose (n− 1, n− 1)–component is positive and

non-zero represents a non-zero class in H2n−2(M,R).

Theorem 5.9.8. A compact complex manifold M admits a balanced metric if and only if it

is homologically balanced.

Remark 5.9.9. Observe, therefore, that the existence of a balanced structure imposes a

non-trivial constraint on the complex manifold, i.e., there is an obstruction: On a compact

complex balanced manifold, no complex hypersurface can be homologous to 0. Of course, on

a Kähler manifold, no complex subvariety can be homologous to zero.

Example 5.9.10. Note that a complex manifold can certainly admit compact hypersurfaces

that are homologous to zero: Consider the Calabi–Eckmann complex manifold S2k+1 × S1

for k > 0. The complex structure is given by identifying S2k+1 × S1 as Ck+1 − {0} modulo

the action of scaling by 2. The image in S2k+1× S1 of a complex dimension k complex linear

subspace of Ck+1 is a compact complex hypersurface homologous to 0. In particular, no

Calabi–Eckmann manifolds support balanced metrics.
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5.10. Hironaka’s Example

One surprising feature of balanced manifolds is their behavior under bimeromorphic maps.

Note that the following example (Hironaka’s example) illustrates that Kähler manifolds are

not closed under bimeromorphic map:

Example 5.10.1. (Hiroanka). The following example of Hironaka [165], however, shows

that the same statement cannot be made for a general modification: Consider the projective

space P3 with coordinates (x, y, z), and in it, the curve C given by the equation y2 = x2 +x3,

z = 0. In a little ball near zero, blow up one branch of C first, then the other; outside of the

origin, blow up C−{0}. Then glue together to obtain the compact complex manifold X with

holomorphic map f : X → P3. In particular, the Kähler property is not a bimeromorphic

invariant.

Remark 5.10.2. We note that Hironaka’s example necessarily occurs in dimension at least

3. Indeed, for compact complex surfaces, Kodaira showed that the existence of a Kähler

structure is preserved under bimeromorphism. He shows that the blow-up of a compact

Kähler surface at one point remains Kähler. Every compact complex surface is obtained by

blowing up one of the minimal models. Therefore, it suffices to check that blowing up points

on a non-Kähler surface does not yield a Kähler surface. This can be done explicitly.

Remark 5.10.3. We caution the reader that Hironaka’s example does not assert that blow-

ups of Kähler manifolds are not necessarily Kähler. Indeed, this is always true. Hironaka’s

example illustrates that a non-Kähler complex manifold may blow up to a Kähler manifold.

5.11. The Alessandrini–Basanelli Theorem

The fact that the class of (compact) balanced manifolds is large enough to be closed under

bimeromorphic maps is due to Alessandrini–Basanelli [5]:

Theorem 5.11.1. Let f : M −→ N be a bimeromorphic map. If M supports a balanced

metric, then N supports a balanced metric.

5.12. Moishezon Manifolds and Manifolds in the Fujiki Class C

The above theorem yields the existence of balanced metrics on some important classes of

complex manifolds:

Definition 5.12.1. Let X be a compact complex manifold. We say that X is

(i) Moishezon if X is bimeromorphic to a smooth projective variety.

(ii) in the Fujiki class C if X is bimeromorphic to a compact Kähler manifold.
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5.13. A Moishezon Non-Kähler Manifolds

Example 5.13.1. Hironaka’s example (Example 5.10.1) provides an example of a Moishezon

non-Kähler manifold.

Example 5.13.2. Any compact complex manifold X which supports a big line bundle L→
X is Moishezon. Indeed, if L is big, the sections of L furnish a bimeromorphic map Φ :

X 99K Y ⊂ PN with dimCX = dimC Y .

5.14. The Chiose and Biswas–McKay Theorems

Theorem 5.14.1. Let X be a compact complex manifold in the Fujiki class C.

(i) (Chiose). If X admits a pluriclosed metric, then X is Kähler.

(ii) (Biswas–McKay). If X does not contain any rational curves, then X is Kähler.

Proof. The proof of (i) is given in [100]. The proof of statement (ii) makes use of a

number results and is not present in the existing literature. Suppose X is in the Fujiki class

C with no rational curves. By [29, Corollary 8] every bimeromorphic map between compact

complex manifolds with no rational curves is a biholomorphic map. �

Corollary 5.14.2. Let X be a compact Moishezon manifold.

(i) If X admits a pluriclosed metric, then X is projective.

(ii) If X does not contain any rational curves, then X is projective with KX nef.

Proof. The first statement follows from Chiose’s theorem [100] together with Moishe-

zon’s theorem [220] – a Moishezon Kähler manifold is projective. The second statement

follows from [81, Theorem 3.1] and Mori’s theorem [223]. �

Remark 5.14.3. Since complex maniflds in the Fujiki class C admit balanced metrics,

Chiose’s theorem provides evidence for the Fino–Vezzoni conjecture 5.9.2.

5.15. Further Directions

Recall that in 2.4.5 we discussed an old observation of Hirzebruch, linking the existence of

an integrable complex structure on S6 to an exotic complex structure on P3. If it exists,

we showed that this exotic P3 structure could not support a balanced metric. Can such a

structure support a pluriclosed metric?
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CHAPTER 6

Harmonic Theory

6.1. The Hodge–? operator

Let V be a real vector space endowed with a scalar product (·, ·). There is an induced scalar

product on the pth exterior power Λp(V ) given by (the bilinear extension of)

(v1 ∧ · · · ∧ vp, w1 ∧ · · · ∧ wp) = det((vi, wj)).

If e1, ..., en is an orthonormal basis for (V, (·, ·)), then an orthonormal basis for Λp(V ) is given

by

{ei1 ∧ · · · ∧ eip : 1 ≤ i1 < i2 < · · · < ip ≤ n}.

An orientation for a vector space V is given by declaring a given basis as ‘positive’. Any

basis obtained from this distinguished ‘positive basis’ via an invertible matrix with a positive

determinant is similarly declared ‘positive’.

Definition 6.1.1. If (V, (·, ·)) is endowed with an orientation, define the Hodge ?–operator

to be the linear extension of the map

? : Λp(V )→ Λn−p(V ), ?(ei1 ∧ · · · ∧ eip) = ej1 ∧ · · · ∧ ejn−p ,

where the indices j1, ..., jn−p are those such that ei1 , ..., eip , ej1 , ..., ejn−p is a positive basis for

V .

Remark 6.1.2. The Hodge ?–operator does not depend on the choice of positive orthonormal

basis of V . Given a square matrix A ∈ Rn×n, and vectors v1, ..., vp ∈ V , we see that

?(Av1 ∧ · · · ∧Avp) = (detA) ? (v1 ∧ · · · ∧ vp).

Since any two positive orthonormal bases are related by a matrix with determinant 1, this

verifies the claim.

Example 6.1.3. The image of the 0–form 1 ∈ C∞(M) under the Hodge ?–operator yields

the volume form of g:

?(1) =
√

det(gij)dx1 ∧ · · · ∧ dxn.

91
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6.2. The Space of Square-Integrable Sections

Remark 6.2.1. Let E→M be a smooth vector bundle over a Riemannian manifold (Mn, g).

The space of smooth sections of E are denoted by H0(E). We denote the space of compactly

supported sections by H0
0 (E). If E is a Hermitian vector bundle, endowed with a bundle

metric hE, we denote by L2(E) the Hilbert space of square-integrable sections σ ∈ H0(E).

6.3. Linear Differential Operators

Definition 6.3.1. Let E and F be two vector bundles over M . A map D : H0(E)→ H0(F)

is said to be linear differential operator of order k if it is of the form

D(u) =
∑
|α|≤k

Aα∂
αu,

where Aα ∈ Hom(E,F) is a bundle morphism, and α is a multi-index.

Example 6.3.2. A general differential operator of second-order is of the form

L(f) =
n∑

i,j=1

aij
∂2f

∂xi∂xj
+

n∑
k=1

bk
∂f

∂xk
+ cf,

where f, aij , bk, c : U→ R are functions on an open set U ⊆ Rn.

6.4. Elliptic Differential Operators of Second-Order

Definition 6.4.1. The second-order differential operator L is elliptic if the matrix (aij) is

positive-definite. We say that L is uniformly elliptic if

λ|v|2 ≤
n∑

i,j=1

aij(x)vivj ≤ Λ|v|2

for all x ∈ U, all vectors v, and some constants λ,Λ > 0.

Although we typically assume the coefficients of the operator L are smooth, in constructing

solutions it is typically easier to first obtain weak solutions: A weak solution is defined in

terms of the formal adjoint L∗ of L, i.e., the operator

L∗(f) =

n∑
i,j=1

∂2

∂xi∂xj
(aijf)−

n∑
k=1

∂

∂xk
(bkf) + cf.

A locally integrable function f : U→ R is said to be a weak solution of the equation L(f) = g

if ∫
U

fL∗(ϕ)dµ =

∫
U

gϕdµ,

for all compactly supported smooth functions ϕ on U.
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Definition 6.4.2. Let ω, η ∈ Ωp
0(M) be compactly supported smooth p–forms on M . Define

the L2–scalar product (·, ·)L2 : Ωp
0(M)× Ωp

0(M)→ R by the formula

(ω, η) :=

∫
M

(ω, η) ? (1) =

∫
M
ω ∧ ?η.

Definition 6.4.3. Let (Mn, g) be an oriented Riemannian manifold. Let (E, hE) and (F, hF)

be two complex vector bundles over M (endowed with bundles metrics). Let P : H0(M,E)→
H0(M,F) be a differential operator. We say that a differential operator Q : H0(M,F) →
H0(M,E) is the formal adjoint of P if∫

M
hF(Pα, β)dVg =

∫
M
hE(α,Qβ)dVg,

for all compactly supported smooth sections α ∈ H0
0 (M,E) and β ∈ H0

0 (M,F).

Remark 6.4.4. The formal adjoint is unique: Given a differential operator P : H0(E) →
H0(F), suppose that Q1 6= Q2 are formal adjoints of P . If Q := Q1 − Q2, then for all

α ∈ H0
0 (E) and β ∈ H0

0 (F), we see that∫
M
hE(α,Qβ)dVg = 0. (6.4.1)

Assume there is a section σ ∈ H0(F) such that the restriction of Q(σ) to the fiber over a

point a point p ∈M is non-zero. Let ρ be a smooth bump function that is identically 1 in a

neighborhood of p and vanishes identically outside of a compact set. Since Q is a differential

operator, the value of Q(σ)x depends only on the germ of σ at x. Hence, Q(fσ) is compactly

supported with Q(fσ)x = R(σ)x 6= 0. With α = Q(fσ) ∈ H0
0 (E) and β = fσ ∈ H0

0 (F), from

(6.4.1), we have

0 =

∫
M
hE(Q(fσ), Q(fσ))dVg =

∫
M
|Q(fσ)|2dVg.

Hence, Q(fσ) ≡ 0, contradicting Q(fσ)x 6= 0.

Remark 6.4.5. Consider the exterior derivative d : C∞(M) → Ω1(M) acting on functions.

Choose local coordinates (x1, ..., xn) in an open set U ⊂ M , and suppose that f ∈ C∞0 (U)

and α = αjdxj ∈ Ω1
0(U). Let dVg = ρ(x)dx = ρ(x)dx1 ∧ · · · ∧ dxn denote the volume form

associated to the metric, in these coordinates. Integrating by parts, we observe that∫
M
〈df, α〉dVg =

∫
U

gij∂ifαjρdx

= −
∫
U

f∂i(g
ijαjρ)dx = −

∫
U

fρ−1∂i(g
ijαjρ)dVg.

Hence,

d∗α = −ρ−1∂i(ρg
ijαj). (6.4.2)
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6.5. The Formal Adjoint of the Exterior Derivative

Theorem 6.5.1. Let d : Ωp(M) → Ωp+1(M) denote the exterior derivative. The formal

adjoint d∗ : Ωp(M)→ Ωp−1(M) is defined by the formula

d∗ = (−1)n(p+1)+1 ? d ? .

Proof. Let α ∈ Ωp−1(M) and β ∈ Ωp(M). We calculate

d(α ∧ ?β) = dα ∧ ?β + (−1)p−1α ∧ d ? β.

Since β is p–form, d ? β is an (n− p+ 1)–form, we see that

? ? d ? β = (−1)(n−p+1)(n−(n−p+1))d ? β = (−1)(p−1)(n−p+1)d ? β.

Hence,

dα ∧ ?β + (−1)p−1α ∧ d ? β = dα ∧ ?β + (−1)p−1(−1)(p−1)(n−p+1)α ∧ ? ? d ? β

= dα ∧ ?β + (−1)(p−1)(n+2−p)α ∧ ? ? d ? β

= dα ∧ ?β − (−1)n(p+1)+1α ∧ ? ? d ? β

= ± ? ((dα, β)− (−1)n(p+1)+1(α, ?d ? β)).

Integrating the formula

d(α ∧ ?β) = ± ? ((dα, β)− (−1)n(p+1)+1(α, ?d ? β)),

and applying Stokes’ theorem completes the proof. �

6.6. The Laplace–Beltrami Operator

Definition 6.6.1. The Laplace–Beltrami operator (or Hodge Laplacian) is defined

∆d := dd∗ + d∗d.

The forms η ∈ Ωp(M) which are annihilated by the Laplace–Beltrami operator, i.e., ∆η = 0,

are called harmonic p–forms. The space of harmonic p–forms is denoted by Hp(M).

Example 6.6.2. On functions, ∆ = d∗d. Hence, from (6.4.2), we have the following local

coordinate expression:

∆f = − 1√
det(gij)

∂i

(
gij
√

det(gij)∂jf

)
.

Example 6.6.3. The Laplace–Beltrami operator is elliptic and, moreover, self-adjoint with

respect to the above L2–pairing, i.e.,

(∆dα, β) = (α,∆dβ),

for all α, β ∈ Ωp.
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Lemma 6.6.4. Let α ∈ Ωp(M). Then α is harmonic if and only if dα = 0 and d∗α = 0.

Proof. The if statement is obvious. For the non-trivial part of the lemma, write

(∆α, α) = ((dd∗ + d∗d)α, α) = (dd∗α, α) + (d∗dα, α)

= ‖d∗α‖2L2 + ‖dα‖2L2 .

�

6.7. The Hodge Theorem

Theorem 6.7.1. Let (Mn, g) be a compact orientable Riemannian manifold. Then every

cohomology class in Hp
DR(M,R) can be represented by a unique harmonic p–form.

Proof of Uniqueness. Uniqueness is straightforward: Let ω, ω̂ ∈ Ωp(M) be two co-

homologous harmonic p–forms on M . If p = 0, there is nothing to prove, so assume p > 0.

Then ω̂ = ω + dα for some (p− 1)–form α. Compute

‖ω̂ − ω‖2 = (ω̂ − ω, ω̂ − ω) = (ω̂ − ω, dα) = (δ(ω̂ − ω), α).

Since ω̂ and ω are harmonic, δ(ω̂ − ω) = 0 and uniqueness follows. �

Sketch of Existence. The proof of existence is more delicate but extends the classical

variational approach of solving Laplace’s equation (for functions) via the Dirichlet principle.

That is, fix a cohomology class [ω̂] ∈ Hp
DR(M,R), and consider the Dirichlet energy

E(ω) :=
1

2

∫
M
‖ω‖2dVg,

where ω ranges over all p–forms in [ω̂]. The key point is to show that the infimum of E is

achieved by a smooth form ξ. The resulting minimum will then be harmonic: ξ must satisfy

the Euler–Lagrange equations for E, i.e., for all α ∈ Ωp−1(M),

0 =
d

dε

∣∣∣∣∣
ε=0

(ξ + εdα, ξ + εdα) = 2(ξ, dα) = 2(δξ, α).

�

6.8. Sobolev Spaces

To make this sketch more precise, we start by reminding the reader of the Sobolev space

Hs(Rn) of tempered distributions f on Rn such that the Fourier transform satisfies

‖f‖2Hs(Rn) :=

∫
Rn
|f̂(ξ)|2(1 + |ξ|2)s|dξ|n < ∞.
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Equivalently, Hs(Rn) is the space of functions f ∈ L2(Rn) which admit s weak derivatives

in L2, and

‖f‖2Hs(Rn) ∼
∑
|α|≤s

‖∂αf‖2L2(Rn).

Remark 6.8.1. These definitions coincide when s ∈ N0, but the first definition is more

general: it can be defined for any s ∈ R.

Remark 6.8.2. Let E → M be a smooth vector bundle over a compact manifold M . We

denote by Ck(M,E) the space of sections of E of regularity Ck. In any local trivialization of

E and any coordinate chart of M , the coefficients of the section are Ck. We similarly define

Hs(M,E) to be the space of sections of E whose coefficients have regularity in the Sobolev

space Hs.

If M is covered by a finite number of charts (Uα) with trivializations of E|Uα given by a basis

of sections σα,k, we may choose a partition of unity (ρα) subordinate to (Uα). Then a section

u of E can be written as

u =
∑
α,k

ραuα,kσα,k,

where ραuα,k is a function with compact support in Uα ⊂ Rn. As a consequence, we define

‖u‖Ck := sup
α,k
‖ραuα,k‖Ck(Rn), ‖u‖2Hs :=

∑
α,k

‖ραuα,k‖2Hs(Rn).

Up to equivalence of norms, the result is independent of the choice of coordinate charts and

trivializations of E.

Example 6.8.3. If M is a torus Tn, the regularity can be seen at the level of Fourier series:

We see that f ∈ Hs(Tn) if and only if

‖f‖Hs(Tn) =
∑
ξ∈Zn

(1 + |ξ|2)s|f̂(ξ)|2 < ∞.

From the inverse formula f(x) =
∑

ξ f̂(ξ)e
√
−1〈ξ,x〉 and the Cauchy–Schwartz inequality, we

have for s > n
2 :

|f(x)| ≤
∑
ξ∈Zn

|f̂(ξ)| ≤ ‖f‖Hs(Tn)

∑
ξ

(1 + |ξ|2)−s

 1
2

< ∞.

In particular, we see that there is a continuous inclusion Hs(Tn) ↪→ C0(Tn) if s > n
2 . It

similarly follows that Hs(Tn) ⊂ Ck(Tn) if s > k + n
2 .
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6.9. Sobolev Embedding Theorem

Using the Fourier transform, we see that the same results are true on Rn, therefore:

Lemma 6.9.1. (Sobolev). Let M be a compact manifold and k ∈ N. There is a continuous

and compact injection

Hs ↪→ Ck, if s > k +
n

2
.

6.10. Rellich Compactness

The fact that the inclusion is compact follows from the following lemma:

Lemma 6.10.1. (Rellich). If M is a compact manifold, then the inclusion

Hs ↪→ Ht for s > t

is compact.

The above lemma is obvious on the torus; hence, the general case easily follows by using the

Fourier transform.

6.11. Elliptic Regularity

Let P : H0(E) → H0(F) be a differential operator of order d. By looking at P in local

coordinates, it is clear that P induces continuous operators

P : Hs+d(M,E) −→ Hs(M,F).

In general, a weak solution of the equation Pu = v is an L2 section u of E such that for any

ϕ ∈ C∞0 (M,F), we have

(u, P ∗ϕ)L2 = (v, ϕ)L2 .

Lemma 6.11.1. (Local elliptic estimate). Let P : H0(E) → H0(F) be an elliptic opera-

tor.Fix a ball B in a chart with local coordinates (xi) and a smaller ball B(1
2). Suppose that

u ∈ L2(B,E) and Pu ∈ Hs(B,F), then u ∈ Hs+d(B(1
2),E) and

‖u‖Hs+d(B( 1
2

) ≤ C
(
‖Pu‖Hs(B) + ‖u‖L2(B)

)
.

Remark 6.11.2. We will not prove the above lemma, but let us mention that there are

effectively two approaches to its proof: The first meth is to approximate the operator locally

on small balls by an operator with constant coefficients on Rn or Tn, where an explicit

inverse is available using the Fourier transform. These inverses are then glued together to

get an approximate inverse for P , which will give what is needed on u. The details of this

approach can be found in [309]. A modern approach is via microlocal analysis: one inverts

the operator “microlocally”, i.e., fiber by fiber on each cotangent space, using the theory of

pseudo-differential operators. The details of this approach can be found in [108].
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Corollary 6.11.3. (Global elliptic estimate). Let p : H0(E)→ H0(F) be an elliptic operator.

If u ∈ L2(M,E) and Pu ∈ Hs(M,F), then u ∈ Hs+d(M,E) and

‖u‖Hs+d ≤ C(‖Pu‖Hs + ‖u‖L2).

From the elliptic estimate and the fact that
⋂
sH

s = C∞, we have:

Corollary 6.11.4. If P is an elliptic differential operator and Pu = 0, then u is smooth.

More generally, Pu ∈ C∞ =⇒ u ∈ C∞.

6.12. The Hodge Decomposition Theorem

Let Hp be the space of harmonic p–forms.

Theorem 6.12.1. Let (Mn, g) be a compact oriented Riemannian manifold. Then the space

Hp of harmonic p–forms is finite-dimensional and there is a decomposition

Ωp
M ' Hp ⊕∆(Ωp

M )

which is orthogonal for the L2 inner product.

Remark 6.12.2. It is clear that ker(∆) is orthogonal to Im(∆), since ∆ is formally self-

adjoint. Moreover, the general theory of unbounded operators gives (almost immediately)

that L2(M,Ωp
M ), the space of p–forms with L2–regularity decomposes as

L2(M,Ωp
M ) ' Hp ⊕ Im(∆).

The non-trivial components of the Hodge theorem are the finite-dimensionality of Hp, closed-

ness of Im(∆), and the fact that smooth forms in the L2 image of ∆ are images of smooth

forms.

The proof of 6.12.1 is a consequence of the following theorem on elliptic operators:

Theorem 6.12.3. Suppose (Mn, g) is a compact oriented Riemannian manifold. Let P :

H0(E)→ H0(F) be an elliptic operator with rank(E) = rank(F). Then

(i) ker(P ) is finite-dimensional.

(ii) There is an L2 orthogonal direct sum decomposition

H0(F) ' ker(P ∗)⊕ P (H0(E)).

Proof. Let Σ := ker(P ) and consider the identity map id : (Σ, ‖ · ‖L2)→ (Σ, ‖ · ‖Hs+d).

From the elliptic estimate, this map is continuous. From the Rellich compactness lemma,

the identity map id : (Σ, ‖ · ‖Hs+d)→ (Σ, ‖ · ‖L2) is compact. The composition

(Σ, ‖ · ‖L2) −→ (Σ, ‖ · ‖Hs+d) −→ (Σ, ‖ · ‖L2)

is a compact operator. Hence, the closed unit ball in Σ is compact, and Σ is finite-dimensional.
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For the second statement, let us first show that

Hs(M,F) ' ker(P ∗)⊕ Im(P ). (6.12.1)

Assume that for any ε > 0 there is an L2–orthonormal sequence (v1, ..., vN ) in Hs+d such

that

‖u‖L2 ≤ ε‖u‖Hs+d +

(
N∑
k=1

|(vk, u)|2
) 1

2

.

Combining this with the elliptic estimate, we see that

(1− Cε)‖u‖Hs+d ≤ C‖Pu‖Hs + C

(
N∑
k=1

|(vk, u)|2
) 1

2

.

Choose ε = (2C)−1 and let Λ be the subspace of sections in Hs+d(M,E) which are orthogonal

to the (vk). Then for any u ∈ Λ, we have

2‖u‖Hs+d ≤ C‖Pu‖Hs .

It follows that P (Λ) is closed in Hs(M,F). Since Im(P ) is the sum of P (Λ) and the image

of the finite-dimensional space generated by the (vk), it follows that Im(P ) is closed in

Hs(M,F). The statement for the Sobolev spaces Hs is sufficient to imply the decomposition

on C∞. Indeed, if v ∈ H0(M,F) is a smooth section which is L2–orthogonal to ker(P ∗), by

fixing any s ≥ 0 and applying (6.12.1) in Hs, we can find u ∈ Hs+d(M,E) such that Pu = v.

By 6.11.4, u is smooth.

It remains to prove the claim: To this end, let (vk) be an L2–orthonormal basis of L2.

Proceed by contradiction and suppose the claim is not true. Then there is a sequence (uN ) ∈
Hs+d(M,E) such that ‖uN‖L2 = 1 and

ε‖uN‖Hs+d +

(
N∑
k=1

|(vk, uN )|2
) 1

2

< 1.

This second condition implies that (uN ) is bounded in Hs+d(E), and therefore admits a

weakly convergent subsequence in Hs+d(E), with limit satisfying

ε‖u‖Hs+d + ‖u‖H0 ≤ 1.

By the compact inclusion Hs+d ⊂ L2, this subsequence converges strongly in L2(E). From the

first condition, this implies that the limit u satisfies ‖u‖0 = 1, which is a contradiction. �
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6.13. Finite-Dimensionality of de Rham Cohomology

Corollary 6.13.1. Let M be a compact, oriented, Riemannian manifold. The de Rham

cohomology groups Hp
DR(M,R) are finite-dimensional.

Proof. Proceed by contradiction, and assume that Hp
DR(M,R) is not finite-dimensional.

Then there exists an orthonormal sequence of harmonic forms (ωk)k∈N in Hp
DR(M,R). By

the Rellich compactness lemma, there is an L2–convergent subsequence, which converges to

some ω ∈ H1,2
p (M). Since the ωk are orthonormal, however, (ωk, ω`) = δk` for any k, ` ∈ N.

In particular, if k 6= `, then

‖ωk − ω`‖2 = (ωk − ω`, ωk − ω`) = ‖ωk‖2 + ‖ω`‖2 ≥ 1,

and the sequence (ωk) is not Cauchy with respect to the L2–norm. �

Remark 6.13.2. Note that the orthogonality of ker(∆) and Im(∆) is immediate from the

fact that ∆ is self-adjoint. Moreover, the general theory of unbounded operators gives

L2(M,Ωp) = Hp⊕im(∆). The non-trivial part of the Hodge theorem is the finite-dimensionality

of Hp, the fact that the image of ∆ is closed, and the fact that smooth forms in the L2 image

of ∆ are images of smooth forms.

6.14. Hodge Theory for Complex Manifolds

We now want to extend these results to the complex-analytic category. To this end, let (X,ω)

be a Hermitian manifold. Recall that the exterior derivative d splits into a sum of Dolbeault

operators ∂ : Ωp,q(X) −→ Ωp+1,q(X) and ∂̄ : Ωp,q(X) −→ Ωp,q+1(X). The inner product (·, ·)
on Ω•(X) extends to a Hermitian inner product on Ωp,q by the demanding the formulae:

(aα+ bβ, γ) = a(α, γ) + b(β, γ), (α, aγ + bε) = a(α, γ) + b̄(α, ε),

where a, b ∈ C, α, β, ε, δ ∈ Ω•(X).

The C–linear extension of the Hodge ?–operator to complex-valued forms (which we abusively

write as ?) satisfies

? : Ωp,q(X) −→ Ωn−q,n−p(X), α ∧ ?β̄ = (α, β)
ωn

n!
,

where α, β ∈ Ωp,q(X). Observe that

?α = ?(α), ?(?α) = (−1)p+qα, (?α, ?β) = (α, β).

Example 6.14.1. Let ω be the (1, 1)–form of a Hermitian metric. Then

?ωk =
k!

(n− k)!
ωn−k.
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The following lemma is straightforward:

Lemma 6.14.2. The formal adjoints ∂∗ and ∂̄∗ of the Dolbeault operators ∂ and ∂̄ are

specified by the formulae

∂∗ = − ? ∂̄?, ∂̄∗ = − ? ∂ ? .

Remark 6.14.3. We will see in Chapter 2 that an important role is played by τ = −
√
−1∂̄∗ω,

where ω is the (1, 1)–form of a Hermitian metric. These (1, 0)–forms τ are referred to as the

torsion 1–forms of the Chern connection.

6.15. The Dolbeault Laplace Operators

Definition 6.15.1. The Dolbeault Laplace operators are defined

∆∂ := ∂∂∗ + ∂∗∂, ∆∂̄ := ∂̄∂̄∗ + ∂̄∗∂̄.

Definition 6.15.2. A (p, q)–form η is said to be ∂̄–harmonic if ∆∂̄η = 0. The space of

∂–harmonic (p, q)–forms is denoted Hp,q(X).

It is straightfoward to see that a form η ∈ Ωp,q(X) is ∂–harmonic if and only if ∂η = 0 and

∂
∗
η = 0.

6.16. The Lefschetz Operator

Definition 6.16.1. Let (X,ω) be a Kähler manifold. The Lefschetz operator is defined to

be the linear map

L : Ωk(X)→ Ωk+2(X), L(α) := ω ∧ α.

The adjoint of the Lefschetz operator is denoted Λ : Ωk(X)→ Ωk−2(X).

Recall that if M is a smooth manifold of (real) dimension 2n, then M has the homotopy

type of a CW-complex of (real) dimension ≤ 2n. The following theorem asserts that Stein

manifolds have half the topology than one would expect:

Theorem 6.16.2. Let S ⊂ Cn be a Stein manifold of dimension m. Then S has the

homotopy type of a CW-complex of real dimension ≤ m. As a consequence

Hk(S,Z) = Hk(S,Z) = 0, ∀k > m.
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6.17. The Lefschetz Hyperplane Theorem

Theorem 6.17.1. (Lefschetz hyperplane theorem [248]). Let X be a smooth projective

variety of dimension n. Let Y ⊂ X be a hyperplane section. Then the maps

rk : Hk(X,Z) −→ Hk(Y,Z)

induced by the restriction X → Y is an isomorphism for k ≤ n−2 and injective for k = n−1.

Theorem 6.17.2. Let (X,ω) be a Kähler manifold. Then we can find local holomorphic

coordinates (z1, ..., zn) such that

gij = δij +O(|z|2).

That is, a Kähler metric affords (holomorphic) coordinates in which the coefficients coincide

with those of the standard Euclidean metric up to second-order.

Proof. For (z1, ..., zn) local holomorphic coordinates centered at some point p ∈ X,

make a linear change of coordinates if necessary to ensure that dz1, ..., dzn yields a local

unitary frame for Ω1
X near p. In this frame, write

ω =
√
−1

n∑
i,j=1

gijdzi ∧ dzj ,

where gij = δij +O(|z|). to first order, the Taylor development of gij reads:

gij = δij +
n∑
k=1

(Aijkzk +Bijkzk) +O(|z|2).

Since the metric is Hermitian, Bijk = Ajik. The Kähler condition ∂kgij = ∂igkj implies

Aijk = Akji. For each 1 ≤ j ≤ n, introduce the holomorphic functions

ζj := zj +
1

2

n∑
i,k=1

Aijkzizk.

Compute

dζj = dzj +
1

2

n∑
i,k=1

Aijk(zidzk + zkdzi)

= dzj +
1

2

n∑
i,k=1

(Aijk +Akji)zkdzk = dzj +
n∑

i,k=1

Aijkzkdzi.
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Hence,

√
−1

n∑
j=1

dζj ∧ dζj =
√
−1

n∑
j=1

dzj ∧ dzj +
√
−1

n∑
i,j,k=1

Aijkzkdzi ∧ dzj

+
√
−1

n∑
i,j,k=1

Aijkzkdzj ∧ dzi +O(|z|2).

Further,

√
−1

n∑
i,j,k=1

Aijkzkdzj ∧ dzi =
√
−1

n∑
i,j,k=1

Akjizkdzj ∧ dzi

=
n∑

i,j,k=1

Bijkzkdzj ∧ dzi.

Coalescing the above, we have

√
−1

n∑
j=1

dζj ∧ dζj =
√
−1

n∑
i,j=1

(
δij +

n∑
k=1

Aijkzk +Bijkzk

)
dzi ∧ dzj +O(|z|2),

as required. �

Remark 6.17.3. The coordinates in the above theorem are sometimes referred to as normal

coordinates. This is unfortunate since the Riemannian normal coordinates (i.e., geodesic

normal coordinates) are, in general, not holomorphic (even in the Kähler category). Indeed,

let (Xn, ω) be a Hermitian manifold, and p ∈ X a point. Suppose the exponential map

expp : TpX → X is holomorphic. Pass to the universal cover X̃ to get a holomorphic map

Cn → X̃. If X̃ is a bounded domain in Cn (for instance, if X is Kobayashi hyperbolic),

we are gifted a bounded entire function, which is, of course, constant. It is clear, however,

that if the exponential map is holomorphic in a neighborhood of every point, then the metric

coincides up to second-order with the Euclidean metric and is, therefore, Kähler.

6.18. The Kähler Identities

Theorem 6.18.1. (Kähler identities). Let (X,ω) be a Kähler manifold. Then

[∂
∗
, L] =

√
−1∂, [∂∗, L] = −

√
−1∂, [Λ, ∂] = −

√
−1∂∗, [Λ, ∂] =

√
−1∂

∗
.

Proof. The Lefschetz operator L, and its adjoint Λ, are both real (i.e., invariant under

conjugation). Hence, the second identity follows from the first, and the fourth identity

follows from the third. Assuming the first identity holds, we prove the third identity: Let

α, β ∈ Ωp,q(X) be smooth (p, q)–forms. Then with respect to the L2–scalar product, we have

([Λ, ∂]α, β) = (α, [∂
∗
, L]β) = (α,

√
−1∂β) = (−

√
−1∂∗α, β).
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It suffices, therefore, to prove the first identity. The key point is that the operator L uses the

coefficients of the metric only up to order zero, while
√
−1∂ and ∂

∗
= − ? ∂? use only the

1–jets of the metric coefficients. Therefore, it suffices to prove the identity for the Euclidean

metric on Cn. To this end, let ω =
√
−1
∑n

i=1 dzi∧dzi denote the standard Euclidean metric

on some open subset U ⊂ Cn. Let α ∈ Ωp
0(U) be a compactly supported smooth p–form on

U. We have

[∂
∗
, L]α = −

n∑
k=1

∂ky∂k(ω ∧ α) + ω ∧
n∑
k=1

∂ky∂kα

= −
n∑
k=1

∂ky(ω ∧ ∂kα) + ω ∧
n∑
k=1

∂ky∂kα

=
n∑
k=1

(
−(∂kyω) ∧ ∂kα− ω ∧ ∂ky∂kα

)
+ ω ∧ ∂ky∂kα

= −
n∑
k=1

(∂kyω) ∧ ∂kα =

n∑
k=1

√
−1dzk ∧ ∂kα =

√
−1∂α.

�

6.19. The Laplacian of a Kähler Metric

Theorem 6.19.1. Suppose (X,ω) is a Kähler manifold. Then

1

2
∆d = ∆∂ = ∆∂ .

Proof. Use the Kähler identities ∂∗ = −
√
−1[Λ, ∂] and ∂∗ =

√
−1[Λ, ∂]

∆d = (∂ + ∂)(∂∗ + ∂
∗
)

= ∂∂∗ + ∂∂
∗

+ ∂∂∗ + ∂∂
∗

= −
√
−1∂[Λ, ∂]−

√
−1∂[Λ, ∂] +

√
−1∂[Λ, ∂]−

√
−1∂[Λ, ∂]

= −
√
−1∂[Λ, ∂]−

√
−1∂Λ∂ +

√
−1∂Λ∂ −

√
−1∂[Λ, ∂]

=
√
−1∂∂Λ−

√
−1∂Λ∂ −

√
−1∂Λ∂ +

√
−1∂Λ∂ −

√
−1∂Λ∂ +

√
−1∂∂Λ

= −
√
−1∂Λ∂ −

√
−1∂Λ∂ +

√
−1∂Λ∂ −

√
−1∂Λ∂

=
√
−1(Λ∂ − ∂Λ)∂ +

√
−1∂(Λ∂ − ∂Λ)

= 2∆∂ .

In particular, since ∆d is real, and ∆∂ = ∆∂ , this completes the proof. �

Since ∆∂ and ∆∂ preserve the type decomposition of a form, the Laplace–Beltrami operator

inherits this property:
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Corollary 6.19.2. Let (X,ω) be a Kähler manifold. If α ∈ Ωp,q(X), then ∆dα ∈ Ωp,q(X).

Remark 6.19.3. More can be said: Let (X,ω) be a Kähler manifold. Write αp,q for the

(p, q)–part of α. The above corollary tells us that α is harmonic if and only if each αp,q is

harmonic. Indeed, the corollary implies

∆dα =
∑
p+q=k

∆dα
p,q.

The converse if given by

∆∂α = ∆∂α = ∆∂α = ∆∂α = 0.

6.20. The Hodge Decomposition for Kähler Manifolds

In the compact Kähler case, we have now established the following well-known theorem:

Theorem 6.20.1. (Hodge decomposition theorem). Let (X,ω) be a compact Kähler mani-

fold. Then we have the Hodge decomposition

Hk(X,C) =
⊕
p+q=k

Hp,q(M),

with the Hodge duality Hp,q(X) = Hq,p(X).

6.21. The Betti Numbers of a Kähler Manifold

Immediate from the above theorem is the following corollary:

Corollary 6.21.1. The odd Betti numbers of a compact Kähler manifold must be even.

This generalizes the well-known fact that the first Betti number of a compact Riemann surface

is always even, equal to twice its (topological) genus.

Example 6.21.2. Since the first Betti number of the Hopf surface X := S3×S1 is b1(X) = 1,

we see that X is not Kähler. Similarly, the Inoue surfaces (compact complex surfaces with

universal cover C×H) have b1(X) = 1 and are thus not Kähler. In the next section, we will

discuss the compact complex surfaces of class VII. These are defined by κ = −∞ and b1 = 1.

Remark 6.21.3. The Hodge decomposition theorem extends to compact complex manifolds

in the Fujiki class C (in particular, for Moishezon manifolds).

Remark 6.21.4. Observe that, a priori, there is only an isomorphism between Hk(M,C)

and
⊕

p+q=kH
p,q(M). The presence of a ∂∂–lemma on compact Kähler manifolds, however,

grants a canonical isomorphism.
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6.22. The Laplacian of a Non-Kähler Hermitian Metric

Remark 6.22.1. It was a long-standing problem whether equality of the Laplacians could

characterize Kähler manifolds. An straightforward calculation (going back to Gauduchon

[138]) shows that

(∆∂̄ −∆∂)f = −(δω)df,

for any smooth function f ∈ C∞(X). In particular, we see that the equality of the Laplacians

is equivalent to the Hermitian metric being balanced. It is a theorem of Ogawa [234] that

the equality of Laplacians on functions and 1–forms implies Kähler.

6.23. The ∂∂̄–Lemma

Let (X,ωg) be a compact Kähler manifold. If {·, ·} denotes the Hermitian form induced by ωg,

and dVg = 1
n!ω

n is the volume form, we can define the formal adjoint ∂∗g : Ω1,0(M)→ C∞(M)

of ∂ by ∫
M
〈α, ∂f〉dVg =

∫
M
〈∂∗gα, f〉dVg,

where f ∈ C∞(M) and α ∈ Ω1,0(M).

Lemma 6.23.1. Let (X,ω) be a compact Kähler manifold, and let u : X → R be a smooth

function with vanishing average: ∫
M
udVg = 0.

Then there exists a smooth function f : X → R such that ∆f = u on X.

Proof sketch. Let H1 denote the completion of C∞(X) with respect to the norm

‖f‖2H1 :=

∫
X

(|∇f |2 + |f |2)dVg.

One approach to prove this result is to minimize the functional

E(f) =

∫
X

(
1

2
|∇f |2 + uf

)
dVg,

over all f ∈ H1 such that
∫
X fdVg = 0. The Poincaré inequality gives constants ε, C > 0

such that

E(f) ≥ ε‖f‖H1 − C

for all such f . Hence, a minimizing sequence is bounded H1, and a subsequence converges

weakly in H1 to some F . The lower semi-continuity of the H1–norm implies that F is a

minimizer of E, and the weak convergence ensures that
∫
X FdVg = 0. Since the average of F

vanishes, computing the variation of E at F , we find that F is a weak solution to ∆F = u.

Since ∆ is elliptic, weak solutions of the Poisson equation are smooth. �
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Lemma 6.23.2. (∂∂–lemma). Let (X,ω) be a compact Kähler manifold. Let ω, η be two

cohomologous real (1, 1)–forms on X. Then there is a smooth function f : X → R such that

η = ω +
√
−1∂∂f.

Proof. Since [ω] = [η] ∈ H2
DR(X,R), there is a real 1–form α such that η = ω + dα.

Decompose α = α1,0 + α0,1 into types, noting that α1,0 = α0,1, since α is real. Since ω, η are

of (1, 1)–type, we see that

η = ω + ∂α0,1 + ∂α1,0, ∂α0,1 = 0, ∂α1,0 = 0.

The divergence theorem shows that ∂∗α has average zero. Hence, by the existence theorem

for Poisson’s equation, there is a function f such that

∂∗gα
1,0 = ∆gf = −∂∗g∂f.

Therefore, ∂(α1,0 + ∂f) = 0 and ∂∗g (α1,0 + ∂f) = 0, i.e., α1,0 + ∂f is ∂–harmonic. The ∂–

Laplacian coincides with the ∂–Laplacian if the metric g is Kähler. Hence, α1,0 + ∂f is also

∂–harmonic. Since ∂(α1,0 +∂f) = ∂∗g (α1,0 +∂f) = 0, it follows that gk`∇k∇`(α
1,0
i +∂if) = 0.

Integrating by parts shows that ∂(α1,0 + ∂f) = 0. Hence,

η = ω + ∂α0,1 + ∂α1,0 = ω − ∂∂f − ∂∂f =
√
−1∂∂Im(f),

where Im(f) denotes the imaginary part of f . �

6.24. Manifolds Satisfying the ∂∂̄–Lemma

Definition 6.24.1. Let X be a compact complex manifold. We say that X is a ∂∂̄–manifold

if for any d–exact, ∂–closed, and ∂̄–closed form is ∂∂̄–exact.

Proposition 6.24.2. ([11, 107]). Let f : X̃ → X be a bimeromorphic modification between

compact complex manifolds. If X̃ is a ∂∂̄–manifold, then X is also a ∂∂̄–manifold. In

particular, Moishezon manifolds and manifolds in the Fujiki class C are ∂∂̄–manifolds.

Remark 6.24.3. Ceballos–Otal–Ugarte–Villacampa [82] have produced an example of a

compact complex manifold with the symmetry of the Hodge diamond hp,q = hq,p, but is not

a ∂∂–manifold.



CHAPTER 7

The Enriques–Kodaira Classification of Complex Surfaces

This section describes the classification of compact complex surfaces due to Enriques and

Kodaira.

7.1. Riemann–Koebe Uniformization Theorem

By the Riemann–Koebe uniformization theorem, the geometry of compact Riemann surfaces

Σ is determined, to a large extent, by its (topological) genus g := 1
2b1(Σ). This leads to the

well-known trichotomy:

(i) g = 0 ⇐⇒ Σ ' P1;

(ii) g = 1 ⇐⇒ Σ ' C/Λ, where Λ ' Z + τZ is a lattice of maximal rank, Im(τ) > 0;

(iii) g ≥ 2 ⇐⇒ Σ ' D/Γ, where Γ is a discrete group of automorphisms acting freely.

This trichotomy incarnates in several ways:

(a) The existence of metrics of constant (Gauss) curvature K ≡ c: g = 0 ⇐⇒ c > 0;

g = 1 ⇐⇒ c = 0; g ≥ 2 ⇐⇒ c < 0.

(b) The fundamental group: g = 0 ⇐⇒ π1(Σ) = 0; g = 1 ⇐⇒ π1(Σ) = Z ⊕ Z;

g ≥ 2 ⇐⇒ π1(Σ) is large, highly non-commutative, and grows with the genus.

(c) The set of rational points: P1 has a large number of rational points; by Falting’s

theorem, the space of rational points on T2 is finitely generated; Falting’s theorem

states that there are only a finite number of rational points on Σg≥2.

Remark 7.1.1. If the genus is fixed, there are still many curves within each class: In case

(i), there is only one object in the class: The complex structure on P1 is unique. For case

(ii), there is a one-parameter family, parametrized by the j–invariant. For curves in class

(iii), there is a (coarse) moduli space Mg of dimension 3g − 3.

The remarkable fact that the geometry of compact Riemann surfaces is determined primarily

by its genus is not maintained by compact complex manifolds of higher dimensions. Further,

the problem of understanding complex manifolds up to biholomorphism is tremendously for-

midable. In the non-compact case, Poincaré’s discovery that the bidisk D× D and unit ball

B2 ⊂ C2 are not biholomorphic already hints at the complexity of the problem. Serre’s exam-

ple (see, e.g., [159, p. 440]) further illustrates the dire nature of the quest for biholomorphic

classification. In place of biholomorphic classification, one can relax the identification to

108
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bimeromorphic classification.

For complex manifolds of dimension ≥ 2, there is no unique smooth representative in a

bimeromorphic isomorphism class. This is due to the existence of blow-ups. We need to

understand and determine canonical representatives of a bimeromorphic isomorphism class

to solve the classification problem. Let X be a compact complex surface, and p ∈ X is a

point. The blow-up ϕ : X̃ −→ X of X at p ∈ X is a bimeromorphic map with an exceptional

divisor E = π−1(p) ⊂ X̃. The exceptional divisor is a rational curve with self-intersection

−1.

Definition 7.1.2. Let X be a compact complex surface. A curve C in X is said to be a

(−k)–curve, for k ∈ N, if the intersection number

C · C = −k.

7.2. Minimal Models

We saw from the above discussion that the exceptional divisor of the blow-up (at a point)

of a complex surface yields a (−1)–curve. The following theorem of Castelnuovo (see, e.g.,

[21]) asserts that this is the only way in which (−1)–curves arise:

Theorem 7.2.1. Let X be a compact complex surface. Let C ⊂ X be a (−1)–curve. Then

there exists a smooth surface Y and a bimeromorphism ϕ : X −→ Y such that X = Blp(Y )

and C = ϕ−1(p) is the exceptional divisor of ϕ.

In particular, (−1)–curves can be blown down. Blow-downs are paid for by the second Betti

number in the sense that if ϕ : Blp(X) −→ X is the blow up of X at a point p ∈ X, then

(see, e.g., [21, p 28])

H2(Blp(X),Z) ' H2(X,Z)⊕ Ze,

where e := c1(OBlp(X)(E)) is the first Chern class of the line bundle associated to the excep-

tional divisor E.

Hence, blowing down (−1)–curves terminates after a finite number of steps. We, therefore,

have the following candidate for a canonical representative of a bimeromorphic isomorphism

class:

Definition 7.2.2. Let X be a compact complex surface. We say that X is a minimal model

if X does not contain any (−1)–curves.
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7.3. Nef Line Bundles

We can define minimal models in all dimensions, but we require an alternative description.

To this end, let us define:

Definition 7.3.1. Let L→ (X,ω) be a holomorphic line bundle over a compact Hermitian

manifold (X,ω). We say that L is nef (or numerically effective) if for every ε > 0, there is

a smooth Hermitian metric hε on L such that Θ(L,hε) ≥ −εω.

Here, Θ(L,h) denotes the curvature form of a Hermitian metric h on L (see §2.2 for details).

Remark 7.3.2. Let L → X be a nef line bundle over a compact complex manifold. In

general, it is not possible to extract a smooth limit h0 such that Θ(L,h0) ≥ 0. That is, a nef

line bundle is not, in general, semi-positive1 (of course, the converse is certainly true). The

first example showing that a nef line bundle was not necessarily semi-positive was constructed

by Demailly–Peternell–Schneider [112]: Let C be an elliptic curve and E a vector bundle given

by a non-split extension

0→ O→ E→ O→ 0.

Then E is nef, but it is easy to show that E cannot be semi-positive. Otherwise, the curvature

of E would vanish, and E would be Hermitian-flat. In particular, the exact sequence would

split.

Remark 7.3.3. Let L→ X be a holomorphic line bundle over a projective manifold. Then

L is nef if and only if

L · C :=

∫
C

c1(L) ≥ 0

for every closed curve C ⊂ X. The only if direction is clear; for the only if, we invite the

reader to consult [110, p. 50].

Definition 7.3.4. Let X be a compact complex manifold. We say that X is minimal if the

canonical bundle KX is nef.

Example 7.3.5. A complex manifold withKX semi-positive is certainly minimal. A compact

Kähler manifold with KX holomorphically torsion (i.e., K⊗`X ' OX for some ` ∈ N) is said to

be Calabi–Yau. Hence, Calabi–Yau manifolds are certainly minimal. The Kähler assumption

is not required here: A compact Hermitian manifold X with KX holomorphically torsion

is said to be non-Kähler Calabi–Yau. There are many non-Kähler Calabi–Yau manifolds

(hence, many non-Kähler compact minimal complex manifold), see [295].

1A holomorphic line bundle L→ X is said to be semi-positive if there is a Hermitian metric h such that

Θ(L,h) ≥ 0.
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7.4. Bimeromorphic Modifications

Definition 7.4.1. Let ϕ : X −→ Y be a meromorphic map between compact complex

manifolds. We say that ϕ is a modification if there is a proper analytic subvariety S ⊂ Y

such that ϕ : X\f−1(S) −→ Y \S is a biholomorphism.

Example 7.4.2. If Σ ⊂ Y is a complex submanifold of codimension at least 2, then the

blow-up ϕ : X −→ Y of the compact complex manifold Y along Σ yields a modification.

Conversely, if ϕ : X −→ Y is a modification, by applying the embedded resolution of sin-

gularities to the graph of ϕ, we obtain a compact complex manifold Z together with two

holomorphic maps p1 : Z → X and p2 : Z → Y such that p−1
1 and p−1

2 are the composition

of finitely many blow-ups along compact complex submanifolds. For surfaces, this yields the

following:

Proposition 7.4.3. Let ϕ : X −→ Y be a modification between compact complex surfaces.

Then ϕ is the composition of a finite number of blow-ups of points and blow-downs.

Remark 7.4.4. In particular, if we wish to understand the properties of compact complex

surfaces that are invariant under modification, it suffices to understand invariants of blow-ups

of points and blow-downs. Let us first observe that the (topology) genus g = 1
2b1 is one such

invariant: Let ϕ : X̃ → X be the blow-up of X at a point p ∈ X. Then X̃ is diffeomorphic

to the connected sum X]P2. Hence,

g(X̃) =
1

2
b1(X̃) =

1

2
b1(X) = g(X).

Since a blow-down contracts a (−1)–curve, and this does not contribute to b1(X̃), it follows

that the genus is invariant under modification.

7.5. The Plurigenera and Kodaira Dimension

To build further invariants, we observe that the (topological) genus g can be identified with

the dimension h0(KX) of the space of sections of the canonical bundle KX . In light of this,

we make the following definition:

Definition 7.5.1. Let X be a compact complex manifold. The mth plurigenus pm = pm(X)

is defined

pm := dimH0(X,K⊗mX ).

The Kodaira dimension κX is then defined as a measure of the growth of plurigenera:

κX := lim sup
m→∞

log(pm)

log(m)
.

If pm = 0 for all m ≥ 0, then κX := −∞, and we say that X has negative Kodaira dimension.
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Theorem 7.5.2. The plurigenera, and hence, the Kodaira dimension of a compact complex

surface, are invariant under modification.

Proof. Let ϕ : X̃ −→ X be the blow up of X at a point p ∈ X. We will show that

pm(X̃) = H0(X̃,K⊗m
X̃

) ' H0(X,K⊗mX ) = pm(X). (7.5.1)

Let E be the exceptional divisor of ϕ. Then the canonical bundles are related by

K
X̃

= π∗KX + E.

Let D be an effective divisor in the linear system |K⊗m
X̃
|, we claim that the map

|K⊗m
X̃
| 3 D 7→ D−mE ∈ |mK

X̃
−mE| = |π∗KX |

yields an isomorphism of linear systems (and hence, proves (7.5.1)). It suffices to show that

D −mE is an effective divisor. To this end, for D ∈ |mK
X̃
|, write D = D0 + kE, for k ≥ 0

and D0 an effective divisor such that E is not one of its irreducible components. Then

0 ≤ D0 · E = (D− kE) · E

= D · E− kE · E = mK
X̃
· E + k = −m+ k.

Hence, D−mE is an effective divisor, and the map D 7→ D−mE yields the desired isomor-

phism of linear systems. �

The above result is true in higher dimensions, but we need only consider the case of surfaces.

Example 7.5.3. Let Σg be a compact Riemann surface of genus g. Then κ(Σg) = −∞ ⇐⇒
g = 0; κ(Σg) = 0 ⇐⇒ g = 1; κ(Σg) = 1 ⇐⇒ g ≥ 2.

Example 7.5.4. Since the canonical bundle of Pn is KPn ' OPn(−n − 1), we see that

pm(Pn) = 0 for all m ≥ 0. In particular, the Kodaira dimension of Pn is negative.

Example 7.5.5. Let Xd ⊂ Pn be a smooth hypersurface of degree d. Let OXd(1) :=

OPn(1)|Xd be the restriction of the hyperplane bundle to Xd. The adjunction formula2 implies

that

KXd ' OXd(d− n− 1).

Hence,

(i) if d ≤ n, the plurigenera vanish and κXd = −∞.

(ii) if d = n+ 1, the canonical bundle is holomorphically trivial KXd ' OXd . Hence, the

plurigenera pm(X) = 1 for all m ≥ 0, and κXd = 0.

2Let X be smooth projective manifold. Let Y ⊂ X be a smooth hypersurface. Then the canonical

bundles are related by

KY ' (KX ⊗ OX(Y )) |Y .
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(iii) if d ≥ n + 2, then KXd is ample, and we will see in a moment that this implies

κXd = dimCXd.

Example 7.5.6. It is easy to see that the Kodaira dimension splits additively on the product

of complex manifolds, i.e., κX×Y = κX + κY (see, e.g., [301, p. 69]). Let Σg be a compact

Riemann surface of genus g. Then

(i) κ(P1 × Σg) = −∞.

(ii) κ(Σ1 × Σ1) = 0.

(iii) κ(Σ1 × Σg≥2) = 1.

(iv) κ(Σg≥2 × Σg≥2) = 2.

Remark 7.5.7. Suppose κX ≥ 0. Let σ0, ..., σNm be a basis for the vector spaceH0(X,K⊗mX ).

We define a meromorphic map

Φm : X −→ PNm , Φm(x) := [σ0(x) : · · · : σNm(x)] ∈ PNm .

We call Φm the mth pluricanonical map. The Φm will not be holomorphic, in general, since

the base locus

Bs(X) :=

Nm⋂
k=0

σ−1
k (0)

will be non-empty, in general. Further, since a change of basis of H0(X,K⊗mX ) is specified

by a unitary matrix, the pluricanonical maps are well-defined.

Proposition 7.5.8. Let X be a compact complex manifold. The Kodaira dimension κX is

the maximal rank of the pluricanonical maps

κX = max
m∈N

rank(Φm).

In particular, if κX ≥ 0, then κX is a non-negative integer 0 ≤ κX ≤ dimC(X).

Remark 7.5.9. The same construction holds for any holomorphic line bundle, not just the

canonical bundle. In this greater level of generality, the Kodaira dimension is referred to as

the Iitaka dimension.

Returning to the classification problem, we note that for complex surfaces of negative Kodaira

dimension, minimal models are not necessarily unique: For instance, P2 is bimeromorphic to

P1 × P1, and both are minimal. For surfaces of non-negative Kodaira dimension, however,

we have [336, p. 134]:

Theorem 7.5.10. Let X be a compact complex surface with κX ≥ 0. Then there exists a

unique minimal model bimeromorphic to X.
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7.6. Manifolds of General Type

Definition 7.6.1. Let X be a compact complex manifold. If κX = dimC(X), we say that

X is of general type.

Example 7.6.2. A compact Riemann surface Σ is of general type if and only if g ≥ 2.

Since the Kodaira dimension splits additively on the product of complex manifolds, i.e.,

κX×Y = κX + κY (see, e.g., [301, p. 69]), the product of two manifolds of general type

will also be of general type. If X is a compact complex manifold with KX ample (i.e., X is

canonically polarized), then by definition, the sections of a suitably high power of KX furnish

an embedding Φ : X → PN , for some N ∈ N. In particular, dimC Φ(X) = dimCX, and thus,

X is of general type.

The Kodaira dimension will provide the first stratification of the landscape of compact com-

plex surfaces. We start with the surfaces of negative Kodaira dimension κX = −∞, and

systematically work through the classification, concluding with surfaces of general type.

7.7. Kähler Surfaces with κ = −∞

We saw previously that Pn has negative Kodaira dimension. From 7.5.2, we see that the

following class of complex manifolds have negative Kodaira dimension:

7.8. Rational Surfaces

Definition 7.8.1. Let X be a compact complex manifold. We say that X is rational if there

is a modification ϕ : X −→ Pn.

Example 7.8.2. Obviously, P2 is rational, and any surface obtained from blowing up points

on P2 is rational. Observe that since C × C ⊂ P1 × P1 is isomorphic to C2 ⊂ P2, it follows

that P1 × P1 is rational.

To describe the remaining rational surfaces, we recall that if E→ P1 is a holomorphic vector

bundle of rank k, then

E ' OP1(n1)⊕ · · · ⊕ OP1(nk).

In particular, any rank 2 holomorphic vector bundle over P1 is isomorphic to OP1(n1)⊕OP1(n2)

for some pair of integers n1, n2 ∈ Z. The projectivization of this vector bundle is invariant

under the twisting by a line bundle L, i.e.,

P(OP1(n1)⊕ OP1(n2)⊗ L) ' P(OP1(n1)⊕ OP1(n2)).

Hence, by twisting OP1(n1)⊕OP1(n2) with OP1(−n2), and letting n := n1−n2, we may write

P(OP1(n1)⊕ OP1(n2)) ' P(OP1(n)⊕ OP1).
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7.9. Hirzebruch Surfaces

Definition 7.9.1. The nth Hirzebruch surface Fn is the P1–bundle over P1 whose total space

is isomorphic to Fn := P(OP1(n)⊕ OP1).

Example 7.9.2. We observe that F0 ' P1 × P1, F1 is the blow up of P2 at one point, F2 is

the blow up of the Fermat conic z2
0 + z2

1 + z2
2 = 0 in P3, blown up at the node.

Remark 7.9.3. Let Fn = P(OP1(n)⊕ OP1) ' P(OP1(−n)⊕ OP1) denote the nth Hirzebruch

surface. Let C be the zero section of the line bundle OP1(−n). The zero section C is a

rational curve with self-intersection C2 = −n. This is the only curve in Fn with negative

self-intersection. In particular, F1 is not minimal (which we know, since F1 is the blow-up of

P2 at one point), but all other Fn are minimal.

Remark 7.9.4. The diffeomorphism-type of Hirzebruch surfaces is completely understood.

If n ∈ N is even, then the Hirzebruch surface Fn is diffeomorphic to P1×P1. If n is odd, then

Fn is diffeomorphic to P2]P2. From developments in Gauge theory (see, e.g., [21, Chapter

IX]), if S2 × S2 or P2]P2 is endowed with a complex structure, then it is biholomorphic to a

Hirzebruch surface Fn.

Proposition 7.9.5. The Hirzebruch surfaces Fn are rational and hence, have negative Ko-

daira dimension.

An important property of the Hirzebruch surfaces Fn are that they are rational surfaces

which (for n ≥ 2) do not have positive first Chern class. More precisely, let us first recall the

following result which appears implicitly in [169]:

Lemma 7.9.6. Let X be a compact complex surface. Let ϕ : X̃ −→ X be the blow-up of

X at a point p ∈ X with exceptional divisor E. Then

(i) c1(K−1

X̃
) = ϕ∗c1(K−1

X )− [E].

(ii) If C is a non-singular curve passing through p, then C lifts to a non-singular curve

C̃ with self-intersection

C̃2 = C2 − 1.

(iii) If a point p ∈ C has multiplicity m, then the cohomology classes of C̃ and C are

related by

[C̃] = ϕ∗[C]−m[E].

7.10. Surfaces with Positive First Chern Class

The above lemma is used to prove the following (see [169]):
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Proposition 7.10.1. Let X be a compact complex surface. Then c1(K−1
X ) > 0 if and only if

X ' P1×P1 or is obtained from P2 by blowing up k ≤ 8 distinct points in general position3.

This gives the very important corollary:

Corollary 7.10.2. Let Fn denote the nth Hirzebruch surface. Then c1(K−1
Fn

) > 0 if and

only if n = 0 or n = 1.

We have now seen all the (minimal) Kähler surfaces of negative Kodaira dimension:

Theorem 7.10.3. Let X be a minimal compact Kähler surface with κX = −∞. Then X is

bimeromorphic to P2 or a Hirzebruch surface Fn for n ∈ N\{1}.

A proof of the above theorem is exhibited in [21, p. 250].

7.11. Castelnuovo’s Criterion

A significant consequence of the above theorem is the following rationality criterion due to

Castelnuovo:

Theorem 7.11.1. (Castelnuovo’s criterion). An algebraic surface X is rational if and only

if p2 = q = 0.

Proof. Since q and p2 are birational invariants, it suffices to assume that X is a smooth

minimal surface. Moreover, since p2(P2) = q(P2) = 0, we need only show that X is rational

if p2 = q = 0. To this end, since p2 = 0, we see that pg = 0. Therefore, the holomorphic

Euler characteristic4 χ(OX) = 1− q + pg = 1. By Riemann–Roch, this implies that

h0(K−1
X ) = h0(K⊗2

X ) + h0(K−1
X ) ≥ KX ·KX + 1.

If KX ·KX ≥ 0, then h0(K−1
X ) ≥ 1. Since pg = 0, it follows that KX cannot be trivial, and

in particular, KX cannot be nef. On the other hand, if KX ·KX < 0, then KX cannot be

nef. The previous theorem, therefore, implies that X is biholomorphic to P2 or one of the

Hirzebruch surfaces. As a consequence, X must be rational. �

3That is, no three points are collinear, no six lie on a conic, and no eight of them lie on a cubic with one

of them a double point.
4Let X be a complex manifold of (complex) dimension n. The holomorphic Euler characteristic χ(OX)

is defined to be the alternating sum

χ(OX) :=
n∑
k=0

(−1)kh0,k(X).
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7.12. Unirationality

There are a number of relaxations on the rationality condition. Two important relaxations

are the following:

Definition 7.12.1. A complex manifold X is said to be unirational if there exists a dominant

meromorphic map PN −→ X.

Example 7.12.2. It is clear that if X is rational, then X is unirational. For algebraic

surfaces, the notions coincide. Indeed, if PN −→ X is a dominant meromorphic map, then we

may assume that X is smooth by resolving singularities if necessary. Then q(X) ≤ q(PN ) = 0

and p2(X) ≤ p2(PN ) = 0. Hence, by 7.11.1, X is rational.

Remark 7.12.3. The implication rational =⇒ unirational is strict for manifolds of di-

mension greater than two. Artin and Mumford [14] constructed examples, making use of

the Brauer group. Iskovskikh–Manin [178] produced examples of smooth quartic surfaces

X ⊂ P4 which are unirational but not rational. Their technique exploits the birational

automorphism group of a rational variety is large; their examples have a finite birational

automorphism group.

7.13. Rationally Connected Manifolds

The second relaxation of the rationality criterion is the following:

Definition 7.13.1. A complex manifold X is said to be rationally connected if any two

points of X lie in the image of a rational curve.

Example 7.13.2. By [197, Theorem 0.1], every projective Fano manifold (i.e., a projec-

tive manifold X with K−1
X ample) is rationally connected. In particular, Pn is rationally

connected, and any smooth hypersurface Xd ⊂ Pn of degree d ≤ n is rationally connected.

The property of being rationally connected is preserved under modification:

Theorem 7.13.3. Let ϕ : X̃ −→ X be a modification of X. If X is rationally connected,

then X̃ is rationally connected.

Example 7.13.4. The above theorem implies that any rational variety is rationally con-

nected. In particular, the Hirzebruch surfaces Fn are rationally connected. In fact, for

compact algebraic surfaces, the properties of rationality, unirationality, and rationally con-

nectedness all coincide. The proof of this fact relies upon the following theorem (see, e.g.,

[106]):

Theorem 7.13.5. Let X be a rationally connected projective manifold. Then

H0(X,Ωp
X) = 0
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for all p > 0. In particular, Hp,0

∂̄
(X) = 0 for all p > 0.

An important (but not immediate, see, e.g., [106]) consequence of this is the following

corollary:

Corollary 7.13.6. Let X be a rationally connected projective manifold. Then X is simply

connected.

Remark 7.13.7. In a similar manner to 7.12.3, the notions of rationality and rationally

connectedness diverge in dimensions > 2. Clemens–Griffiths [101] showed, by considering

intermediate Jacobians, that smooth cubic hypersurfaces in P4 are rationally connected but

not rational.

Remark 7.13.8. We know that for projective manifolds,

rational =⇒ unirational =⇒ rationally connected.

In dimensions ≤ 2, the reverse implications hold. The examples of Artin–Mumford [14],

Iskovskikh–Manin [178] show that the first implication is strict, while the examples of

Clemens–Griffiths [101] show that the implication rational =⇒ rationally connected is

strict:

Rational =⇒Unirational =⇒ Rationally connected

Artin–Mumford &
Iskovskikh–Manin

Clemens–Griffiths

At present, the following question remains open:

Question 7.13.9. Do there exist rationally connected varieties which are not unirational?

Remark 7.13.10. The main stumbling block concerning the above question is unirationality

– there are no robust techniques for showing that a variety is unirational. For instance, is a

hypersurface of Xn ⊂ Pn of degree n ≥ 5 unirational?

7.14. The MRC Fibration

Campana and Kollár–Miyaoka–Mori [197] gave a useful construction, which measures the

failure of a variety being rationally connected:
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Definition 7.14.1. For a variety X, the maximal rationally connected fibration (MRC fi-

bration) associates to X a (birational isomorphism class of a) variety Z and a rational map

Φ : X → Z with the following properties:

(i) the fibers Φ−1(z) are rationally connected; and conversely,

(ii) almost all the rational curves in X lie in the fibers of Φ: for a very general point

z ∈ Z, any rational curve in X meeting Φ−1(z) lies in Φ−1(z).

The variety Z and morphism Φ are unique to birational isomorphism and are called the MRC

quotient and MRC fibration of X, respectively.

Remark 7.14.2. The MRC quotient and MRC fibration measure the failure of X to be

rationally connected: If X is rationally connected, then Z is a point; on the other hand, if

X is not uniruled, then Z = X.

7.15. Complex Surfaces with κ = 0

Let X be a compact complex surface with κX = 0. Then the plurigenera p1, p2 ∈ {0, 1}, with

at least one being non-zero. We observe that

p1(X) = dimH0(X,KX) = dimH0(X,Ω2
X) = dimH2,0

∂̄
(X) = h2,0(X).

Hence, either h2,0(X) = 0 or h2,0(X) = 1. Moreover, the vanishing of the Kodaira dimension

implies that the canonical bundle has vanishing self-intersection, and therefore, c2
1 = 0.

Noether’s formula now tells us that

c2
1 + c2 = 12χ =⇒ c2 = 12χ

=⇒ b0 − b1 + b2 − b3 + b4 = 12(h0,0 − h0,1 + h0,2)

=⇒ −2b1 + b2 = 10 + 12(h0,2 − h0,1),

where the last line follows from Poincaré duality. Assume X is Kähler, then Hodge theory

implies that b1 = 2h0,1. Inserting this into the above formula, we see that

8h0,1 + b2 = 10 + 12h0,2.

We now consider the two cases constrained by the vanishing of the Kodaira dimension:

h2,0 = h0,2 = 0 =⇒ 8h0,1 + b2 = 10 =⇒ h0,1 = 0 or h0,1 = 1.

If h0,1 = 0, then b2 = 10, while if h0,1 = 1, then b2 = 2. Similarly,

h2,0 = h0,2 = 1 =⇒ 20h0,1 + b2 = 22 =⇒ h0,1 = 0 or h0,1 = 1.

If h0,1 = 0, then b2 = 22, while if h0,1 = 1, then b2 = 2. It follows that the only possibilities

for compact Kähler surfaces with κ = 0 are given by:
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Proposition 7.15.1. Let X be a compact Kähler surface. Then X is one of the following

four types:

(i) h2,0 = 1, h1,0 = 0, and b2 = 22.

(ii) h2,0 = h1,0 = 0 and b2 = 10.

(iii) h2,0 = 0, h1,0 = 1, and b2 = 2.

(iv) h2,0 = h1,0 = 1, and b2 = 2.

The class of complex surfaces of type (i) in 7.15.1 were given the name K3 surfaces by André

Weil: “Dans la seconde partie de mon rapport, il s’agit des variétés kählériennes dites K3,

ainsi nommées en l’honneur de Kummer, Kähler, Kodaira et de la belle montagne K2 au

Cachemire.”5 [310, p. 546]:

Definition 7.15.2. A compact complex surface is said to be a K3 surface if h0,1 = 0 and

the canonical bundle KX ' OX is holomorphically trivial.

Since KX ' OX , it is clear that h2,0 = 1, hence K3 surfaces provide examples of surfaces of

type (i) in 7.15.1.

Example 7.15.3. The simplest example of a K3 surface is a degree 4 hypersurface in P3.

By adjunction, the canonical bundle is holomorphically trivial.

Remark 7.15.4. Siu showed that every K3 surface is Kähler [269], which was a significant

gap in the general classification theory. Moreover, there is only one diffeomorphism-type for

K3 surfaces (i.e., all K3 surfaces are diffeomorphic).

The class of complex surfaces of type (ii) in 7.15.1 were discovered by Enriques:

Definition 7.15.5. A compact complex surface X is called an Enriques surface if h0,1 = 0,

the canonical bundle KX is not holomorphically trivial, but K⊗2
X ' OX is holomorphically

trivial.

In other words, Enriques surfaces have a holomorphically torsion canonical bundle. Observe

that it is clear from the definition that Enriques surfaces are examples of type (ii) in 7.15.1:

if K⊗2
X ' OX , then p1 = h0,2 = 0.

7.16. Fibrations

To describe the surfaces of class (iii) in 7.15.1, we recall the following definition:

5In the second part of my report, we deal with the Kähler varieties known as K3, names in honor of

Kummer, Kähler, Kodaira and of the beautiful mountain K2 in Kashmir.
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Definition 7.16.1. Let f : X → Y be a surjective holomorphic map between complex

manifolds. We say that f is a fibration or a fiber space if the fibers of f are connected.

Remark 7.16.2. The term fibration in the above sense is standard in both algebraic and

complex geometry. However, it is not to be confused with the use of (Serre) fibration in

homotopy theory. See the example given by Francesco Polizzi here [247].

7.17. The Fischer–Grauert Theorem

The following theorem of Fischer–Grauert [128] gives an important characterization of fibra-

tions that are holomorphically locally trivial:

Theorem 7.17.1. (Fischer–Grauert). Let f : X → Y be a holomorphic fibration between

complex manifolds. Then f is a fiber bundle if and only if all the fibers of f are biholomorphic.

We now describe the surfaces of class (iii) in 7.15.1:

Definition 7.17.2. A bielliptic surface is a compact complex surface X with b1 = 2 which

is the total space of a locally trivial holomorphic fibration f : X → T over an elliptic curve

with fiber an elliptic curve T.

Remark 7.17.3. The assumption that the holomorphic fibration is locally trivial is superflu-

ous in the above definition. Indeed, since elliptic curves are parametrized by the j–invariant,

if f : X → T is a holomorphic fibration with elliptic curves for fibers, then the j–invariant

defines a holomorphic map j : T → C. Since T is compact, j is constant, and all fibers are

biholomorphic. By a theorem of Fischer–Grauert [128], the fibration must be locally trivial.

Note, however, that if the fibration is permitted to have singular fibers, then the fibration is

not necessarily locally trivial.

The surfaces of type (iv) in 7.15.1 are simply the complex tori: C2/Λ, where Λ is a lattice in

C2 of maximal rank.

We may now rephrase 7.15.1 more qualitatively:

Theorem 7.17.4. Let X be a compact Kähler surface κX = 0. Then X is either a K3

surface, an Enriques surface, a bielliptic surface, or a torus.

Assume now that X is a compact non-Kähler complex surface with κX = 0. From Noether’s

formula, we have

b2 − 2b1 = 10 + 12(h0,2 − h0,1).

For non-Kähler complex surfaces, b1 = 1 + 2h0,1, therefore

b2 = 12 + 12h0,2 − 8h0,1 =⇒ 2h0,1 ≤ 3 + 3h0,2.
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The two cases constrained by the vanishing of the Kodaira dimension imply that

h0,2 = 0 =⇒ h0,1 ≤ 1, or h0,2 = 1 =⇒ h0,1 ≤ 3.

Definition 7.17.5. Let X be a compact complex surface. We say that X is a

(i) primary Kodaira surface if b1(X) = 3 and X is the total space of an elliptic fibration

f : X → T over an elliptic curve.

(ii) secondary Kodaira surface if X is not a primary Kodaira surface but there is an

unramified covering p : X̃ → X with X̃ a primary Kodaira surface.

7.18. Complex Surfaces of General Type

Recall that the Kodaira dimension is either −∞ or a non-negative integer which is at most

the (complex) dimension of the manifold. The complex manifolds of general type are those

for which the Kodaira dimension is maximal:

Definition 7.18.1. A compact complex manifold X is said to be of general type if κ(X) =

dim(X), or equivalently, if KX is big.

In particular, if X is of general type, the Iitaka map Φ : X −→ PN has maximal rank with

zero-dimensional fibers. That is, if X is of general type, X is bimeromorphic to a projective

variety Φ(X) ⊆ PN . We, therefore, have the following:

Proposition 7.18.2. Let X be a compact complex manifold of general type. Then X is

Moishezon and therefore balanced. If, in addition, X is pluriclosed, then X is projective.

Proof. From the preceding discussion, X is Moishezon. The balanced condition is

preserved under bimeromorphism [5], so X supports a balanced metric. By [100], if a

Moishezon manifold admits a pluriclosed metric, it is Kähler. Finally, if X is both Kähler

and Moishezon, then X is projective by [220, Chapter 1, Theorem 11]. �

Example 7.18.3. Let Σ be a compact Riemann surface. If the genus of Σ is ≥ 2, then

κ(Σ) = 1, and Σ is of general type. More generally, if X is a compact complex manifold with

KX ample, then κ(X) = dim(X), thus, of general type.

Remark 7.18.4. Let X be a compact complex manifold. We say that X is polarized if

there exists a positive holomorphic line bundle L→ X. In this case, we say that (X,L) is a

polarized manifold or X is polarized by L→ X. Note that this already implies the manifold

X is Kähler: If L→ X is positive, then there is a Hermitian metric h with positive6 curvature

form Θ(L,h) ∈ Ω1,1
X . Since Θ(L,h) is locally ∂∂̄–exact, it is certainly closed, and gives a Kähler

metric on X. Conversely, given a Kähler metric ω with integral Kähler class [ω] ∈ H2(X,Z),

6Here, positive is understood in the sense of (1, 1)–forms.
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we may find a Hermitian line bundle (L, h)→ X with such that Θ(L,h) = ω. Hence, we may

define a polarization to be a Kähler class7.

Definition 7.18.5. We say that X is canonically polarized if X is polarized by the canonical

bundle KX .

Remark 7.18.6. By the Aubin–Yau [15, 329] solution of the Calabi conjecture, if X is

compact Kähler with KX ample, there is a unique Kähler–Einstein metric on X with Ricω =

−ω. Hence, canonically polarized manifolds have a canonical polarization given by the Kähler

class of the Kähler–Einstein metric.

Remark 7.18.7. 7.18.3 shows that if X is canonically polarized, then X is of general type.

The ampleness of the canonical bundle is not equivalent to the manifold being of general

type, however. Some examples of big non-ample line bundles are discussed in [199, p. 140].

7.19. Kodaira’s Theorem on (−2)–curves

On the other hand, we have the following important theorem of Kodaira [196]:

Theorem 7.19.1. (Kodaira). Let X be a minimal surface of general type, then its canonical

bundle KX ample if and only if there are no (−2)–curves.

7.20. Kodaira Fibration Surfaces

Let us now discuss an important example of a surface of general type:

Definition 7.20.1. A compact complex surface X is said to be a Kodaira fibration surface

if X is the total space of a holomorphic fibration f : X → Σ over a compact Riemann surface

Σ such that f is a holomorphic submersion and the fibers are not biholomorphic8.

7.21. Surfaces of Class VII

A fundamental theorem in complex geometry states that a compact complex surface is Kähler

if and only if b1(X) is even. This follows indirectly from Siu’s theorem [269] and directly

from the theorem of Buchdahl [69]. The non-Kähler compact complex surfaces have minimal

models Xmin which belong to one of the following three classes:

(i) Primary and secondary Kodaira surfaces.

(ii) Non-Kähler properly elliptic surfaces.

7Oftentimes, when a polarization is defined in this manner, the Kähler class is not assumed to be integral.
8More precisely, the associated Kodaira–Spencer map δp : TpΣ → H1(Xp, T

1,0Xp) is injective at each

point p ∈ Σ. The right language for this condition is that the family is effectively parametrized. Note that, in

general, this condition is stronger than a family having maximal variation (in the sense of Viehweg [305]).
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(iii) Minimal class VII surfaces.

Let us describe these three classes in more detail:

Definition 7.21.1. A primary Kodaira surface is a topologically non-trivial, locally trivial

principal elliptic fiber bundle over an elliptic base.

Remark 7.21.2. From [21, p. 197], the invariants of a primary Kodaira surface are b1 = 3,

b2 = 4, e = 0, h0,1 = 2, h0,2 = 1, and KX ' OX .

In some cases, a primary Kodaira surface admits a finite group of automorphisms that acts

freely. The smooth quotients subsequently obtained are called secondary Kodaira surfaces:

Definition 7.21.3. A secondary Kodaira surface is a compact complex surface X which

admits an unramified covering X̂ → X such that X̂ is a primary Kodaira surface.

Definition 7.21.4. A compact complex surface X is said to be of Class VII if κ(X) = −∞
and b1(X) = 1.

Remark 7.21.5. Since class VII surfaces have κ = −∞, all plurigenera pm = 0. Given that

b1 = 1, we know ([21, Theorem 2.7, p. 139]) that b+ = 2pm = 0. In particular, class VII

surfaces are interesting from the point of view of differential topology: they form a class of

(real) 4–manifolds with b1 = 1 and negative-definite intersection form.

Definition 7.21.6. A compact complex surface is said to be a Hopf surface if its univeral

cover is biholomorphic to C2 − {0}.

Remark 7.21.7. The original Hopf surface, defined by Hopf in [171], was the quotient of

C2−{0} by the infinite cyclic group generated by the homothety (z1, z2) 7→
(

1
2z1,

1
2z2

)
. This

surface H is diffeomorphic to S3 × S1 and has b1(H) = 1. In particular, H does not support

a Kähler metric. On the other hand, the surface H is an elliptic fiber bundle over P1 and

is homogeneous. Hopf’s construction immediately generalizes to the case where C2 − {0} is

quotiented by an infinite cyclic group generated by particular automorphisms:

7.22. Primary Hopf Surfaces

Definition 7.22.1. A primary Hopf surface is the quotient of the punctured plane C2−{0}
by an infinite cyclic group H which acts properly discontinuously by holomorphic transfor-

mations:

(z1, z2) 7→ (α1z1, α2z2), (7.22.1)

where 0 < |α1| ≤ |α2| < 1.

Proposition 7.22.2. ([21, p. 226]). Let Hα be the primary Hopf surface given by the

quotient of C2 − {0} by the cyclic group generated by (7.22.1). Then
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(i) Hα is diffeomorphic to S3 × S1.

(ii) h1,0 = h2,0 = h0,2 = h1,1 = 0 and h0,1 = 1.

(iii) Hα contains two elliptic curves.

It follows immediately from (i) or (ii) of 7.22.2 that a primary Hopf surface does not support a

Kähler metric. It follows immediately from (iii) that a primary Hopf surface is not Kobayashi

hyperbolic.

Proposition 7.22.3. A compact complex surface X is a primary Hopf surface if and only

if one of the following equivalent conditions hold:

(i) X is homeomorphic to S3 × S1.

(ii) b2(X) = 0 and π1(X) ' Z.

Remark 7.22.4. There are many Hopf surfaces which are not of the type Hα or even

diffeomorphic to S3 × S1 (see page [21, p. 227]).

Proposition 7.22.5. Let X be a Hopf surface. Then there exists a finite unramified covering

Y → X such that Y is a primary Hopf surface.

7.23. Inoue Surfaces

Definition 7.23.1. An Inoue surface is a class VII surface which is the free quotient of

C×H by a properly discontinuous affine action.

By [37, 77, 202, 285], we can characterize Inoue surfaces as follows:

Theorem 7.23.2. A class VII surface X is an Inoue surface if and only if b2 = 0 and X has

no holomorphic curves.

Proposition 7.23.3. ([125, p. 3]). An Inoue surface X admits a non-singular holomorphic

foliation F whose leaves are the images of C × {z2}, for every z2 ∈ H, under the quotient

map C×H→ X.

Theorem 7.23.4. (Bogomolov’s theorem [36, 37, 285, 202]). A class VII surface with

b2 = 0 is biholomorphic to either a Hopf surface or an Inoue surface.

7.24. Global Spherical Shells and Kato Surfaces

There are many examples of class VII0 surfaces with positive second Betti number. By the

results of Kato [184, 185, 186], and Dloussky [117], these surfaces contain a global spherical

shell:

Definition 7.24.1. Let X be a compact complex surface. A global spherical shell is an open

submanifold Σ which is biholomorphic to a standard neighborhood U of S3 in C2 which does

not separate X in the sense that X − U is connected.
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Definition 7.24.2. A Kato surface (or GSS surface) is a class VII0 surface with b2 > 0

containing a global spherical shell.

Kato surfaces are constructed as follows: Let B(r) denote the open ball of radius r > 0 in

C2. We consider a (finite) sequence of blow-ups ϕ : B̃ → B, where B = B(1) is the unit ball

in C2. The sequence of blow-ups is subject to the following constraint: The first blow-up

is given by blowing up the origin, and the next blow-up is given by blowing up a point in

the exceptional divisor. Let σ : B → B̃ be a holomorphic (up to the boundary) embedding

which maps the origin to a point belonging to the last exceptional divisor created by ϕ. Set

W := B̃ − σ(B). We can glue the two boundary components of ∂W = ∂B̃ ∪ σ(∂B) using

the real analytic CR diffeomorphism σ ◦ ϕ : ∂B̃ → σ(∂B). The result is a minimal compact

complex surface S with b1(S) = 1 and b2 equal to the number of blow-ups in ϕ.

Kato surfaces are well understood. For instance, we have the following theorem of Kato:

Theorem 7.24.3. (Kato). Every Kato surface contains b2 rational curves and is a global

deformation (a degeneration) of a 1–parameter family of blown up primary Hopf surfaces.

Corollary 7.24.4. All Kato surfaces with fixed second Betti number b2 > 0 are deformation

equivalent. Moreover, they are all diffeomorphic to (S3 × S1)]b2P2.

The biholomorphic classification of global spherical shell surfaces is understood. The fol-

lowing conjecture of Nakamura [227], therefore, would, in principle, solve the classification

problem for class VII surfaces:

7.25. The Global Spherical Shell Conjecture

Conjecture 7.25.1. (Global spherical shell conjecture). Every class VII0 surface with b2 > 0

has a global spherical shell.

A global spherical shell is difficult to work with, especially given that it is a non-compact

object. One can show that a surface X of class VII0 contains at most b2(X) rational curves.

Further, if X admits a global spherical shell, there are precisely b2(X) rational curves on X.

Kato conjectured that the converse should also be true. The following theorem of Dloussky–

Oeljeklaus–Toma [118] reduces the problem to the existence of sufficiently many rational

curves:

Theorem 7.25.2. If X is a compact complex surface of class VII0 with b2(X) > 0 rational

curves, then X admits global spherical shells.

Remark 7.25.3. It is customary to divide Kato surfaces into three classes:
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(i) Enoki surfaces [123] – Kato surfaces which support a non-trivial divisor D with

H0(X,OX(D)) 6= 0 and D ·D = 0.

(ii) Kato surfaces of intermediate type [117, 67, 12] – A Kato surface that contains a

cycle of rational curves with branches.

(iii) Inoue–Hirzebruch surfaces [177] – Kato surfaces with no meromorphic functions.

In [67], Brunella refers to the Kato surfaces of class (i) as parabolic Kato surfaces, and the

Kato surfaces of class (ii) and (iii) as hyperbolic Kato surfaces.

7.26. Further Directions

In light of 7.18.2, to produce examples of complex manifolds which support a big line bundle

but no ample line bundles, one can look at Moishezon manifolds that do not support pluri-

closed metrics. Further, it would be curious to explore the relationship between 7.18.2 and

the Fino–Vezzoni conjecture [127]. Perhaps there is a useful algebraic formulation of the

Fino–Vezzoni conjecture.

The role of geometric flows in the classification of compact complex surfaces is explored by

Streets and Tian in [275, 276, 277, 274]. The developments in §2.4 and §2.5 of the present

manuscript may be of some utility in better understanding the flow and hence, understanding

the classification problem.





Part 2

Curvature



This second part of the manuscript – Curvature – deals with the primary workhorse of the

results: the curvature of Hermitian metrics on complex manifolds. The opening chapter,

Chapter 8, revises the required theory from Riemannian geometry, surveying the main struc-

tural results from which one obtains some intuition of what the various curvatures measure.

Each chapter has this in mind, many of the results presented in the chapters are exhib-

ited either out of necessity for later developments or played a pivotal role in the author’s

understanding of the nature of these curvatures.

Chapter 9 treats, for the most part, standard material concerning connections that preserve

a Hermitian structure, but the exposition is non-standard. In particular, significant effort

was given in the closing section of Chapter 9 which concerns the connections introduced by

Gauduchon. The treatment is hopefully much more transparent than existing expositions.

Chapters 10–12 systematically lay down the foundational material and results for the various

curvatures which are present in Hermitian geometry: The Ricci curvature, scalar curvature,

inherited from Riemannian geometry; the holomorphic bisectional curvature and holomorphic

sectional curvature; and more modern curvatures such as the real bisectional curvature, the

orthogonal bisectional curvature, the quadratic orthogonal bisectional curvature, and their

altered variants. These chapters contain a number of novel results due to the author (some

joint with collaborators).

The closing chapter, like the closing chapter of Part 1, serves to encapsulate the chapters

that came before it: The Schwarz lemma, an application of the Bochner technique to the

differential of a holomorphic map.



CHAPTER 8

The Curvature of a Riemannian metric

Let C be a curve in Rn given by a parametrization α : (a, b) → Rn, α(t) = (x1(t), ..., xn(t)).

Let V (t) = V (α(t)) be a vector field defined along C, i.e., to each t ∈ (a, b), we have a vector

V (t) =
∑
i

ai(t)

(
∂

∂xi

)
α(t)

∈ Tα(t)Rn.

We want to understand how to compute the derivative of V along the curve C. Of course,

in general, neither V (t) nor its “derivative” need to be tangent to the curve. Since C sits

inside Rn, however, we can exploit the natural parallelism which Rn possess (i.e., the natural

isomorphism between TpRn and TqRn, for distinct p, q ∈ Rn). Making use of this, we can

identify V (t0 + ∆t) ∈ Tα(t0+∆t)Rn with a vector in Tα(t0)Rn, using this parallelism. We can

then make sense of the difference

V (t0 + ∆t)− V (t0)

by using the vector space structure on Tα(t0)Rn. Further, we may define the difference

quotient

V (t0 + ∆t)− V (t0)

∆t
=

∑
i

ai(t0 + ∆t)− ai(t0)

∆t

(
∂

∂xi

)
α(t0)

.

The equality is due to the fact that if we write vectors in terms of the basis ∂/∂x1, ..., ∂/∂xn,

which defines a field of parallel frames on Rn, then vectors at distinct points are parallel if

and only if they have the same components. Permitting ∆t → 0 yields the definition of the

derivative
dV

dt
= lim

∆t→0

V (t0 + ∆t)− V (t0)

∆t
.

For a general smooth manifold M , however, there are no canonical means of identifying the

tangent spaces TpM and TqM for distinct points p, q ∈ M . The object which allows us to

identify tangent spaces TpM and TqM for distinct p, q ∈M is given by a connection:

Definition 8.0.1. Let E → M be a smooth vector bundle over a smooth manifold M . An

R–linear first-order differential operator ∇ : X (M)×H0(E)→ H0(E) is called a connection1

if, for all f, g ∈ C∞(X,R), u, v ∈X (X), σ ∈ H0(E),

1Or more precisely, the covariant derivative associated to a connection.

131
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(i) it is C∞–linear in the first variable:

∇fu+gv(σ) = f∇uσ + g∇vσ,

(ii) it satisfies the Leibniz rule:

∇u(fσ) = u(f)σ + f∇uσ.

A connection on the tangent bundle TM is called an affine connection.

Remark 8.0.2. Property (i) ensures that the value of ∇uσ at a point p ∈ X depends only on

the value of u at p. Similarly, property (ii) ensures that the value of ∇uσ at p ∈ X depends

only on the value of σ in a neighborhood of p.

Let σ ∈ H0(E) be a smooth section of E. With respect to a local frame {eα} of E, we write

σ = σαeα. Let γ : [t0, t1] −→ X be a smooth curve in X, whose image we denote by C. By

setting σ(t) := γ∗σ, we define a section along C. Let us write γ̇(t) := d
dtγ(t), which in a local

coordinate frame ∂xi , we may write as γ̇(t) = γ̇i(t)∂xi . Then

∇γ̇(t)σ(t) = ∇γ̇(t)σ
α(γ(t))eα(γ(t))

= σ̇α(γ(t))eα(γ(t)) + γ̇i(t)σα(t)Γjik(γ(t))ej(γ(t)).

Hence,∇γ̇(t)σ = 0 represents a linear system of first-order ODEs for the coefficients σ1(t), ..., σn(t)

of σ(t). Hence, for any given initial value σ(0) ∈ Eγ(t0), there is a unique of

∇γ̇(t)σ(t) = 0. (8.0.1)

Definition 8.0.3. The solution σ(t) of (8.0.1) is said to be the parallel transport of σ(0)

along the curve C.

A choice of connection on E, therefore, provides a means of identifying distinct fibers. In

light of this discussion, we make the following definition:

Definition 8.0.4. Let E → M be a smooth vector bundle over a smooth manifold M . Let

∇ be a connection on E. We say that a section σ ∈ H0(E) is parallel (with respect to ∇) if

∇σ = 0.

A section being parallel with respect to a connection is understood to mean that the connec-

tion preserves the section. For instance, we have the following:

Definition 8.0.5. Let (E, h) → M be a smooth vector bundle with bundle metric h over a

smooth manifold M . We say that a connection ∇ on E is compatible with the metric h (or a

metric connection) if

∇h = 0.
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That is, for any vector field u ∈X (M) and sections σ, τ ∈ H0(E) we have

uh(σ, τ) = h(∇uσ, τ) + h(σ,∇uτ).

Remark 8.0.6. If ∇ is a metric connection on TM , then the operation of parallel transport

acts by isometries of the metric.

Remark 8.0.7. In the above discussion, we obtained a notion of parallel transport from (the

covariant derivative associated to) a connection. From a notion of parallel transport (i.e.,

an identification of the fibers of a vector bundle along curves), one can produce a covariant

derivative as follows: Let v ∈ TpX, and let γ : [t0, t1] −→ X be a smooth curve with γ(0) = p

and γ̇(0) = v. For σ ∈ H0(E), we define

∇vσ := lim
t→0

Pγ,t(σ(γ(t)))− σ(γ(0))

t
,

where Pγ,t : Eγ(t) −→ Eγ(0) is the identification by parallel transport along γ.

To see that the notions of parallel transport and covariant derivative are equivalent, let

{eα(t)} be a frame of parallel sections of E along γ, i.e.,

∇γ̇(t)eα(t) = 0, α = 1, ..., n.

Any section σ ∈ H0(E) along γ can be written (locally) as σ(t) = σα(t)eα(t). Hence, with

v = γ̇(0), we have

∇vσ(t) = σ̇α(t)eα(t).

Therefore,

(∇vσ)(γ(0)) = lim
t→0

σα(t)− σα(0)

t
eα(0) = lim

t→0

Pc,t(σ(t))− σ(0)

t
,

allowing us to define a connection if we have a parallel transport operator.

8.1. The Torsion and Curvature

From an affine connection, we can build two invariants: its torsion, and its curvature. The

torsion is a measure of the failure of the connection to parallel transport sections without

‘slipping ’; this is a measure of the failure of the covariant derivative to commute up to first-

order. The curvature is a measure of the failure of the covariant derivative action to commute

up to second-order.2

Definition 8.1.1. Let ∇ be a connection on the tangent bundle TM of a smooth manifold

M . The torsion T = T∇ of ∇ is the (2, 1)–tensor defined by

T (u, v) := ∇uv −∇vu− [u, v].

2See also the notion of Cartan displacement [162].
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In Riemannian geometry, there is a strong aversion to the torsion of a connection. This is

because a Riemannian manifold supports a distinguished metric connection on its tangent

bundle whose torsion vanishes:

Theorem 8.1.2. Let (M, g) be a Riemannian manifold. There exists a unique metric con-

nection ∇LC – the Levi-Civita connection – whose torsion vanishes.

We invite the reader to consult [239, p. 53] for a proof of the above theorem.

From an affine connection ∇, we can build the torsion tensor T∇. This expression is mean-

ingless on a general smooth vector bundle, but the following (3, 1)–tensor can be defined on

any smooth vector bundle with a connection:

Definition 8.1.3. Let E → M be a smooth vector bundle over a smooth manifold. Let ∇
be a connection on E. The curvature Θ = Θ∇ of ∇ is the End(E)–valued 2–form defined by

Θ(ξ, η)σ := ∇ξ∇ησ −∇η∇ξσ −∇[ξ,η]σ, (8.1.1)

where ξ, η ∈ X (M) and σ ∈ H0(E). If ∇ is the Levi-Civita connection on TM , then the

curvature tensor is referred to as the Riemannian curvature tensor.

Notation 8.1.4. The curvature of a connection on an arbitrary vector bundle will typically

be denoted by Θ. The curvature of an affine connection will typically be denoted by R.

Let E→M be a smooth vector bundle over a smooth manifold M . Endow E with a bundle

metric h. Using the bundle metric, the curvature Θ = Θ∇ of a connection ∇ on E can be

considered scalar-valued by setting

Θ(ξ, η, σ, τ) := h(Θ(ξ, η)σ, τ),

where ξ, η ∈X (M) and σ, τ ∈ H0(E).

If we let {ei} be a smooth local frame for E. We write Θijk` := Θ(ei, ej , ek, e`) for the

components of Θ with respect to this frame. The connection coefficients Γkij are the functions

given by

∇eiej = Γkijek.

From (8.1.1), we see that

R(ei, ej)ek = ∇ei∇ejek −∇j∇eiek −∇[ei,ej ]ek

= ∇ei
(

Γ`jke`

)
−∇ej

(
Γ`ike`

)
− Γp[i,j]kep

=
(
∂iΓ

`
jk

)
e` + Γ`jkΓ

p
i`ep −

(
∂jΓ

`
ik

)
e` − Γ`ikΓ

p
j`ep − Γp[i,j]kep.
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Let now ∇ denote the Levi-Civita connection on TM , take (x1, ..., xn) to be (smooth) local

coordinates near a point p ∈M , then ∂
∂x1

, ..., ∂
∂xn

yields a (smooth) local frame for TM near

p. Then

R `
ijk =

∂Γ`jk
∂xi

−
∂Γ`ik
∂xj

+
∑
p

(Γ`jkΓ
p
i` − Γ`ikΓ

p
j`).

Since

Γkij =
1

2
gk` (∂igj` + ∂jgi` − ∂`gij) ,

we see that in a local coordinate frame, the Riemannian curvature tensor reads:

R `
ijk =

1

2

(
∂2gj`
∂xi∂xk

+
∂2gik
∂xj∂x`

− ∂2gi`
∂xj∂xk

−
∂2gjk
∂xi∂x`

)
+ g`p(Γ

m
jkΓ

p
im − ΓmikΓ

p
jm).

From (8.1.1), we have the following immediate symmetries:

Proposition 8.1.5. Let (M, g) be a Riemannian manifold. The Riemannian curvature

tensor R has the following symmetries:

(i) Rijk` +Rjik` = 0.

(ii) Rijk` +Rjki` +Rkij` = 0.

(iii) Rijk` +Rij`k = 0.

(iv) Rijk` = Rk`ij .

From the symmetries of the Riemannian curvature tensor, we can define a symmetric bilinear

form:

Definition 8.1.6. Let (M, g) be a Riemannian manifold. Let R denote the Riemannian

curvature tensor. The Riemannian curvature operator is the symmetric bilinear form R :

Λ2(M) −→ Λ2(M) defined by

R(u ∧ v, z ∧ w) := R(u, v, z, w).

Constraints on the curvature operator are very restrictive. For instance, we have:

Example 8.1.7. Böhm–Wilking [39] showed that manifolds with positive curvature operator

R > 0 are diffeomorphic to spherical space forms. A compact simply connected Riemannian

manifold with nonnegative curvature operator R ≥ 0 is isometric to a Riemannian product

of spheres with metrics of nonnegative curvature operator, Pn endowed with a Kähler metric

with nonnegative curvature operator (when acting on real (1, 1)–forms), and compact irre-

ducible Riemannian symmetric spaces with their natural metrics of nonnegative curvature

operator.
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Given the restrictive nature of the curvature operator, we want to build weaker invariants

from the curvature.

Remark 8.1.8. An element of Λ2(TpM) is said to be decomposable if it can be written as

u∧v for some u, v ∈ TpM . Let Σ ⊂ Λ2(TpM) denote the set of all decomposable elements. It

is easy to show that Σ forms a cone, and its projectivization P(Σ) is exactly the Grassmannian

of 2–planes in TpM . The restriction of the curvature operator R to the set of decomposable

elements defines the following:

Definition 8.1.9. Let (M, g) be a Riemannian manifold. The sectional curvature of g is

defined

Secg(u ∧ v) =
R(u ∧ v, u ∧ v)

|u ∧ v|2
=

R(u, v, v, u)

|u|2g|v|2g − (u, v)2
.

The sectional curvature measures the extent to which the exponential map distorts distances.

Remark 8.1.10. It is easy to show that Secg(u, v) is independent of the choice of tangent

vectors u, v, and depends only on the two-plane Π ⊂ TM spanned by u, v. In particular, the

sectional curvature descends to a function on the Grassmannian of two–planes in TM :

Secg : Gr2(TM) −→ R.

An important feature of the sectional curvature is that it determines the curvature tensor

completely:

Theorem 8.1.11. Let (M, g) be a Riemannian manifold. The sectional curvature completely

determines the curvature tensor R. In particular,

Rijk` =
1

3
Secg

(
(ei + ek) ∧ (ej + e`)

2

)
+

1

3
Secg

(
(ei − ek) ∧ (ej − e`)

2

)
−1

3
Secg

(
(ej + ek) ∧ (ei + e`)

2

)
− 1

3
Secg

(
(ej − ek) ∧ (ei − e`)

2

)
−1

6
Secg(ej ∧ e`)−

1

6
Secg(ei ∧ ek) +

1

6
Secg(ei ∧ e`) +

1

6
Secg(ej ∧ ek).

Example 8.1.12. The model spaces Rn,Sn, and Hn (endowed with their standard metrics)

have isometry groups that act transitively on the orthonormal frames and therefore act

transitively on the 2–planes in the tangent bundle. It follows that each of these Riemannian

manifolds has constant sectional curvature, i.e., the sectional curvatures are the same for all

planes at all points.

Example 8.1.13. The classical examples of smooth manifolds which support metrics of posi-

tive sectional curvature are the spheres Sn, the complex projective space Pn, the quaternionic

projective space HPn, and the Cayley plane CaP2. These are precisely the simply connected
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rank one symmetric spaces. Other examples of compact smooth manifolds with metrics of

positive curvature are known in (real) dimensions 6 (there are two), 7 (there is an infinite

number), 12 (there is one), 13 (there is an infinite number), and 24 (there is one).

Remark 8.1.14. All constructions of positively curved manifolds essentially rely on quo-

tient or metric projections. In particular, one needs a good source of non-negatively curved

manifolds (e.g., Lie groups) in order to produce manifolds with positive curvature.

Although weaker than constraints on the curvature operator, constraints on the sectional

curvature are still very restrictive (albeit, there are not many known obstructions). Let us

mention some of the important structural results concerning the sectional curvature [119, p.

200]:

Theorem 8.1.15. (Bonnet–Myers). Let (M, g) be a complete n–dimensional Riemannian

manifold with Secg ≥ 1. Then

diam(M, g) ≤ diam(Sn, ground) = π.

In particular, the fundamental group π1(M) is finite.

In other words, the Bonnet–Myers theorem asserts that a manifold curved as much as the

round (unit) sphere has a diameter bounded by the round (unit) sphere.

Remark 8.1.16. It is worth remarking that, at present, there is no obstruction to any finite

group being the fundamental group of a manifold with a (complete) Riemannian metric

of positive sectional curvature. Completeness is essential since Gromov’s H-principle [153]

asserts that any open manifold has a (possibly non-complete) metric of positive sectional

curvature.

The second main structure theorem for the sectional curvature is due to Synge [119, p. 203]:

Theorem 8.1.17. (Synge). Let (Mn, g) be a compact n–dimensional Riemannian manifold

with Secg > 0.

(i) If n is even, then π1(M) = 0 or π1(M) = Z2.

(ii) If n is odd, then M is orientable.

In particular, RPn × RPn does not admit a metric with positive sectional curvature.

Essentially the same argument used to prove Synge’s theorem yields the following [130]:

Theorem 8.1.18. (Frankel). Let (Mn, g be an n–dimensional Riemannian manifold with

Secg > 0. Let U and V be two closed totally geodesic submanifolds. If dim(U)+dim(V ) ≥ n,

then U ∩ V 6= ∅.
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Negative (or non-positive) sectional curvature also places severe constraints on the topology

of the manifold [119, p. 149]:

Theorem 8.1.19. (Cartan–Hadamard). Let (Mn, g) be a complete Riemannian manifold

with Secg ≤ 0. Then the universal cover is diffeomorphic to Rn.

An easy consequence of the Cartan–Hadamard theorem is the following:

Corollary 8.1.20. A complete Riemannian manifold (M, g) with Secg ≤ 0 is a K(Γ, 1)–space

(i.e., an Eilenberg–Maclane space).

If the sectional curvature is strictly negative, we have [119, § 12.3]:

Theorem 8.1.21. (Priessmann). Let (M, g) be a compact Riemannian manifold with Secg <

0. Then any non-trivial abelian subgroup of π1(M) is cyclic.

Priessmann’s theorem implies, in particular, that M cannot be homeomorphic to a product

manifold; otherwise, π1(M) would contain Z⊕Z as a subgroup. From [239, Exercise 6.7.20]

(see also [119, p. 263]), Priessmann’s theorem can be generalized to Any solvable subgroup

of the fundamental group of a compact negatively curved manifold must be cyclic.

Remark 8.1.22. The compactness assumption is necessary, as shown by the main theorem

in [9].

Remark 8.1.23. In the late 50s, Chern conjectured that the same phenomenon occurs for

compact Riemannian manifolds with positive sectional curvature. At the time, one only knew

the compact rank one symmetric spaces. The conjecture was shown to be false, there are

examples of Riemannian manifolds (M, g) with Secg > 0 having fundamental group Z2 ⊕ Z2

or Z3 ⊕ Z3.

The Bonnet–Myers theorem asserts that positive sectional curvature bounds the number of

generators on the fundamental group. The following result of Gromov achieves this for the

Betti numbers (in any coefficient field):

Theorem 8.1.24. (Gromov). Let (Mn, g) be a compact Riemannian manifold with Secg ≥ 0.

Then there is a universal constant C = C(n) > 0 such that

bk(M,F ) ≤ c(n),

for all k and any field of coefficients F . Moreover, the fundamental group has a generating

set with at most c(n) elements.

Besides the results stated here for Riemannian manifolds with positive sectional curvature,

there are no other known obstructions. There are several important conjectures, most notably

the following conjecture of Hopf:
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Conjecture 8.1.25. (Hopf). There is no metric of positive sectional curvature on S2 × S2.

More generally, one can ask whether the product of two simply connected manifolds with

positive sectional curvature supports a metric with positive sectional curvature. The example

of RPn × RPn shows that we cannot entirely drop the simply connectedness assumption.

Theorem 8.1.26. (Soul theorem). Let (M, g) be a complete non-compact Riemannian

manifold with Secg ≥ 0. Then there exists a compact totally convex submanifold S ⊂ M

such that M is diffeomorphic to the (total space of the) normal bundle of S. Moreover, S

supports a Riemannian metric with nonnegative sectional curvature, and if Secg > 0, then S

is a point.

Remark 8.1.27. The Soul theorem [86] gives us a structure (or reduction) theorem for

complete noncompact Riemannian manifolds with nonnegative sectional curvature: They

are all total spaces of a vector bundle over a compact manifold with nonnegative sectional

curvature (up to diffeomorphism). It gives a complete classification of complete noncompact

Riemannian manifolds with positive sectional curvature: the manifold is diffeomorphic to

Rn.

The converse problem is the following:

Question 8.1.28. Let (M, g) be a compact Riemannian manifold with Secg ≥ 0. Let E→M

be a smooth vector bundle over M . Does there exist a Riemannian metric ĝ on the total

space of E with Secĝ > 0?

It is known that the answer to the above problem is negative, in general. All known examples

have infinite fundamental group. No counterexample is known for finite (in particular, trivial)

fundamental group. The first examples were given by Özaydin–Walschap [238].

Remark 8.1.29. There are a number of variants that bridge the gap between the sectional

curvature and the curvature operator. One such instance is the notion of strongly positive

curvature, coined in the paper of Grove–Verdiani–Ziller [154], though the concept stems from

earlier work of Thorpe [287, 288]. Observe that any 4–form α ∈ Ω4
M induces a symmetric

operator α̂ : Ω2
M → Ω2

M by g(α(ξ), ζ) = g(α, ξ ∧ ζ). The quadratic form associated to α̂

vanishes on σ ∈ Gr2(TM). Hence, the sectional curvature can be written as

Secg(σ) = g(R(σ), σ) = g((R + α)(σ), σ).

This observation, which is referred to as Thorpe’s trick, implies that if there exists α ∈ Ω4
M

such that the modified curvature operator R + α̂ is positive-definite, then Secg > 0. A

Riemannian manifold (M, g) is said to have strongly positive curvature if there is a 4–form

α ∈ Ω4
M such that R + α̂ is positive-definite at all points of M . For more in this direction,

see [25].
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8.2. The Ricci Curvature of a Riemannian Metric

From the curvature tensor, we can produce less restrictive curvatures by taking averages:

Definition 8.2.1. Let (Mn, g) be a Riemannian manifold. The (Riemannian) Ricci curvature

Ricg is the (2, 0)–tensor given by the (metric) trace of the Riemannian curvature tensor:

Ricg(u, v) :=
n∑
k=1

R(u, ek, v, ek), u, v ∈ TM,

where {ek} is a local frame for TM .

We write

Ricg(ei, ek) = Ricik =
n∑

j,`=1

gj`Rijk`

for the components of the Ricci curvature with respect to the frame {ek}.

Remark 8.2.2. The above definition for the Ricci curvature can apply more generally to

the curvature of any affine connection.

The (Riemannian) Ricci curvature measures the extent to which volumes along geodesics

are distorted under the exponential map. Indeed, let (x1, ..., xn) denote geodesic normal

coordinates defined on a neighborhood of a point in M . In these coordinates, the Riemannian

volume form is given by

dVg =
√

det(gij)dx1 ∧ · · · ∧ dxn.

Computing the Taylor expansion of dVg, we see that

dVg =

[
1− 1

6
Ricjkxjxk +O(|x|3)

]
dx1 ∧ · · · ∧ dxn.

In particular, if Ricg > 0, the volume along geodesics decreases, while they it increases if

Ricg < 0.

The Ricci curvature is significantly weaker than the sectional curvature. The most strik-

ing example of this is the following well-known theorem of Gao [135], Gao–Yau [136] (in

dimension 3), and Lohkamp [211] (in all dimensions):

Theorem 8.2.3. (Gao–Yau, Lohkamp). Let M be a smooth manifold of dimension n ≥ 3.

Then there exists a complete Riemannian metric g on M with

−c0 ≤ Ricg ≤ −c1,

for positive constants c0, c1 > 0.
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In particular, there are no obstructions to a Riemannian manifold of dimension ≥ 3 admitting

a complete Riemannian metric with negative Ricci curvature. Of course, for (compact)

surfaces, the Gauss–Bonnet formula restricts the existence of metrics of negative curvature

to surfaces of genus g ≥ 2.

Remark 8.2.4. It should be emphasized that the main content of the above theorem is

that the metric with negative Ricci curvature is complete. Indeed, by Gromov’s H-principle

[153], any smooth open manifold admits a (possibly non-complete) Riemannian metric with

sectional curvature pinched between two negative constants.

Remark 8.2.5. Gromoll–Meyer [151] constructed examples of Riemannian manifolds with

Ric ≥ 0 but do not admit metrics with Sec ≥ 0. These examples all have finite homotopy

type. Abresch–Gromoll [1] showed that a complete Riemannian manifold with Ric > 0 has

finite homotopy type under some growth assumptions on the diameter. These assumptions

on the diameter are necessary, as the examples of Sha–Yang [265] illustrate.

The (both compact and non-compact) examples of Sha–Yang [265] of simply connected Rie-

mannian manifolds of dimension ≥ 7 with Ric > 0, which do not support metrics with

Sec ≥ 0 also show that Gromov’s Betti number theorem does not hold with Sec > 0 replaced

with Ric > 0.

Let us mention some important structure theorems for the Ricci curvature. By the theorem

of Gao and Lohkhamp, there are no structure theorems for Riemannian metrics with negative

Ricci curvature. We have the following extension of the Bonnet–Myers’ theorem, which was

originally stated for the sectional curvature [119, p. 200]:

Theorem 8.2.6. (Bonnet–Myers). Let (Mn, g) be a complete Riemannian manifold of di-

mension n. Suppose Ricg ≥ (n− 1)k > 0. Then

diam(M, g) ≤ π√
k
. (8.2.1)

In particular, a compact Riemannian manifold with positive Ricci curvature has finite fun-

damental group.

Remark 8.2.7. Cheng [95] extended the Bonnet–Myers theorem, showing that equality in

(8.2.1) is achieved if and only if (M, g) is isometric to the round sphere of constant curvature

k.

An important problem within Riemannian geometry is the search of metrics of constant Ricci

curvature:
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Definition 8.2.8. Let (M, g) be a Riemannian manifold. A Riemannian metric g is said to

be Einstein with Einstein constant λ if

Ricg = λg.

Example 8.2.9. Besides metrics of constant curvature, Einstein metrics have been dif-

ficult to find, in general. Jensen [180] showed that the sphere S4k+3, k > 1, have an

Sp(k + 1)–homogeneous Einstein metric. Bourguignon–Karchar [44] showed that S15 sup-

ports a Spin(9)–homogeneous Einstein metric. Ziller [339] showed that these were the only

homogeneous Einstein metrics on spheres. Böhm [38] constructed infinite sequences of non-

isometric Einstein metrics of positive scalar curvature on Sk for k = 5, 6, 7, 8, 9. Böhm’s

metrics are of cohomogeneity one and were the first inhomogeneous and non-classical Ein-

stein metrics to be found on even-dimensional spheres. Boyer–Galicki–Kollár [48] showed

that on S5 there are (at least) 68 inequivalent families of (Sasaki–)Einstein metrics; and all

28 oriented diffeomorphism classes on S7 admit inequivalent families of (Sasaki–)Einstein

metrics.

8.3. The Scalar Curvature of a Riemannian Metric

Just as we obtained the Ricci curvature tensor from taking a trace of the curvature tensor,

the scalar curvature is given by taking a trace of the Ricci curvature:

Definition 8.3.1. Let (Mn, g) be a Riemannian manifold. The (Riemannian) scalar curva-

ture is the (metric) trace of the Ricci curvature

Scalg := trgRicg =
n∑

i,j=1

R(ei, ej , ej , ei),

where {ei} is a local frame for TM .

The (Riemannian) scalar curvature measures the extent to which volumes of balls are dis-

torted under the exponential map. Indeed, if we look at the distortion of the volume of a

small ball BM (ε) ⊂M of radius ε > 0, compared with the volume of the corresponding ball

BRn(ε) in Rn, we see that

vol(BM (ε)) =

[
1− Scalg

6(n+ 2)
ε2 +O(ε4)

]
vol(BRn(ε)).

Remark 8.3.2. We observe that an immediate consequence of 8.2.3, every Riemannian

manifold admits a complete Riemannian metric with negative scalar curvature.

On the other hand, like all the curvatures we have exhibited thus far, the existence of metrics

with positive scalar curvature is obstructed:
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Theorem 8.3.3. (Lichnerowicz). Let D be the (Riemannian) Dirac operator on a spin

manifold M . Then

D2 = ∇∗∇+
1

4
Scalg,

where ∇ is the covariant derivative on the spinor bundle induced by the Levi-Civita connec-

tion.

Recall that a Dirac operator is a self-adjoint elliptic first-order differential operator which

acts on sections of the spinor bundle. If M is a spin manifold of dimension n, there is a

version of the Dirac operator which commutes with the action of the Clifford algebra Cn. In

particular, its kernel is a (graded) Cn–module which represents an element α(M) in the real

K–theory group KOn = KO−n(pt) (see [168, 206, 252] for more details).

Theorem 8.3.4. (Lichnerowicz, Hitchin). If Mn is a compact spin manifold for which

α(M) 6= 0 in KOn, then M does not admit a metric of positive scalar curvature.

Example 8.3.5. Let

X := {z4
0 + z4

1 + z4
2 + z4

3 = 0} ⊆ P3

denote the Fermat hypersurface of degree 4 in P3. Then, from [168], we know that X is

spin and has Â(X) = 2. Therefore, by 8.3.4, X does not support a metric of positive scalar

curvature.

Theorem 8.3.6. (Gromov–Lawson [152]). Let (M, g) be a compact Riemannian manifold

with Secg ≤ 0. Then there is no metric on M with positive scalar curvature.

Although we saw that the pinching of the sectional curvature and the Einstein condition

was very restrictive, the corresponding conditions are much less restrictive for the scalar

curvature. Indeed, the so-called Yamabe problem asks whether a metric of constant scalar

curvature exists in each conformal class. More precisely, we have:

8.4. The Yamabe Problem

Let M be a smooth manifold. For any Riemannian metric g on M does there exist a confor-

mally related metric gu := e2ug such that Scalgu ≡ c for some constant c ∈ R?

The Yamabe problem was solved positively by Yamabe [319], Trudinger [299] on compact

Riemannian manifolds:

Theorem 8.4.1. Let M be a compact smooth manifold. For any Riemannian metric g on

M , there exists a conformally related gu := e2ug such that Scalgu ≡ c for some constant

c ∈ R. Moreover, the constant scalar curvature metric is unique in the conformal class.
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Remark 8.4.2. The Yamabe problem for complete noncompact Riemannian manifolds was

posed by Kazdan [188]. A counterexample in the noncompact case was given by Zhiren

[337]. For more discussion on this, see [16].

There is a result of Kazdan–Warner [189] which classifies the functions which can be real-

ized as the scalar curvature of a Riemannian metric on compact Riemannian manifolds of

dimension n ≥ 3.

Theorem 8.4.3. (Kazdan–Warner). Let (Mn, g) be a compact Riemannian manifold of

(real) dimension n ≥ 3. The scalar curvature Scalg is a function of three possible types:

(i) There is no restriction on the possible scalar curvatures – every function can be

realized as the scalar curvature of some metric.

(ii) A function is the scalar curvature of a metric if and only if it is negative somewhere.

(iii) A function is the scalar curvature of a metric if and only if it is identically zero or

negative somewhere.

From this, on a compact manifold, any negative function is the scalar curvature of some metric

– In particular, spheres Sn support metrics of negative scalar curvature. Some manifolds,

however, do not admit metrics of strictly positive scalar curvature – like the torus Tn.

Remark 8.4.4. There is a similar story for the Ricci curvature of a Riemannian manifold,

which remains a very active area of research – the so-called prescribed Ricci curvature problem.



CHAPTER 9

Generalities on Hermitian Connections

Let (M2n, g) be a smooth Riemannian manifold of (real) dimension 2n. Let TRM denote the

tangent bundle of M . Suppose M supports an almost complex structure J : TRM −→ TRM

compatible with g in the sense that

g(Ju, Jv) = g(u, v) (9.0.1)

for all tangent vectors u, v ∈ TRM . We can extend g and J complex-linearly to the complex-

ified tangent bundle TCM , abusively denoting the C–linear extensions by the same symbols,

such that (9.0.1) holds for all u, v ∈ TCM . As we did in §1.5, we write h : TCM ×TCM → C
for the Hermitian form given by the (complexification of) g, i.e.,

h(u, v) := g(u, v), ∀u, v ∈ TCM.

If R denotes the Riemannian curvature tensor of the Riemannian metric g (defined on TRM),

then we can similarly extend R complex-linearly to a complex-linear quadrilinear form

R : TCM × TCM × TCM × TCM −→ C

retaining all the symmetries of the usual Riemannian curvature tensor. If {ei} defines a local

frame for T 1,0M , and {ei} defines a local frame for T 0,1M , then we write

Rijk` := R(ei, ej , ek, e`).

The Levi-Civita connection will not be the most appropriate for a general Hermitian manifold.

To make this transparent, let us make the following definition:

Definition 9.0.1. Let (M, g, J) be an almost complex manifold. An affine connection ∇ on

TRM is said to be almost Hermitian if

∇g = ∇J = 0.

If the almost complex structure J is integrable, we say that ∇ is a Hermitian connection.

The following shows how restrictive the (almost) Hermitian requirement on ∇LC is:

Theorem 9.0.2. Let (M, g, J) be an almost complex manifold. Then the Levi-Civita con-

nection ∇ is almost Hermitian if and only if (g, J) is Kähler.

145
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Proof. Fix a point p ∈M and extend u, v ∈ T 1,0
p M to vector fields which are ∇–parallel

at p. The Nijenhuis tensor is then

NJ(u, v) = [u, v] + J [Ju, v] + J [u, Jv]− [Ju, Jv]

= J(∇uJ)v − J(∇vJ)u− (∇JuJ)v + (∇JvJ)v.

Hence, if ∇J = 0, the Nijenhuis tensor vanishes NJ = 0. By 2.19.2, the almost complex

structure J is integrable. Let ωg(·, ·) := g(J ·, ·). Then for vector fields u, v, w, we have

dωg(u, v, w) = ∇wg(Ju, v) = g(∇w(Ju), v) + g(Ju,∇wv)

= g((∇wJ)u, v) + g(J(∇wu), v) + g(Ju,∇wv)

= −g(Jv,∇wu) + g(Ju,∇wv)

= −ωg(v,∇wu) + ωg(u,∇wv) = 0.

The converse is straightforward (see, e.g., [224]). �

Remark 9.0.3. In particular, if the Levi-Civita connection is compatible with an almost

Hermitian structure, then the almost Hermitian structure must have an integrable complex

structure and a compatible symplectic structure. Given the restrictive nature of the compati-

bility of the Levi-Civita connection with the Hermitian structure, the Levi-Civita connection

is not the most natural connection on the tangent bundle of a complex manifold. To de-

scribe the replacement for the Levi-Civita connection, we will need to further explore the

discrepancy between complex vector bundles and holomorphic vector bundles.

We recall that in 2.9.2, we saw that a holomorphic vector bundle is very far from a complex

vector bundle. The obstruction to a complex vector bundle having fibers that vary holomor-

phically can be encoded in a first-order differential operator, which satisfies an integrability

condition1.

Definition 9.0.4. Let E→ X be a complex vector bundle over an almost complex manifold

X. A first-order C–linear differential operator

∂̄E : H0(E) −→ Ω0,1
X ⊗H

0(E)

is said to be a CR–operator (i.e., a Cauchy–Riemann operator or Dolbeault operator) if it

satisfies the following variant of the Leibniz rule:

∂̄E(fσ) = ∂̄f ⊗ σ + f∂̄Eσ,

where f ∈ C∞(X,C), σ ∈ H0(E) is a smooth section, and ∂̄ : C∞(X,C) −→ Ω0,1
X is the

standard Dolbeault operator acting on functions (given in 2.22.1).

1This is, in effect, a linear version of the Newlander–Nirenberg theorem (2.19.1).
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Notation 9.0.5. We will denote by DiffCR(E) the space of CR–operators on the complex

vector bundle E.

Definition 9.0.6. Let E → X be a complex vector bundle endowed with a CR–operator

∂̄E over an almost complex manifold X. A smooth section σ ∈ H0(E) is said to be quasi-

holomorphic (relative to ∂̄E) if ∂̄Eσ = 0.

Example 9.0.7. The Dolbeault operator ∂̄ : C∞(X,C) → Ω0,1
X acting on (complex-valued)

functions on an almost complex manifold X defines a CR–operator on the trivial bundle

X × C→ X.

The exterior derivative defines a flat connection on the trivial bundle, and the Dolbeault

operator ∂̄ is the (0, 1)–part. In particular, we construct a CR–operator from the (0, 1)–part

of a connection. This special case turns out to illustrate most of the story for CR–operators:

Proposition 9.0.8. Let E→ X be a complex vector bundle over an almost complex manifold

(X, J). For any complex-linear connection ∇ on E, we obtain a CR–operator ∂̄E via the

prescription:

∂̄E := ∇0,1.

Proof. Let ∇ be a C–linear connection on E. For any vector field v on X and smooth

section σ ∈ H0(E), we define

∇1,0
v σ :=

1

2
(∇vσ −

√
−1∇Jvσ), ∇0,1

v σ :=
1

2
(∇vσ +

√
−1∇Jvσ).

Then ∇ = ∇1,0 +∇0,1 and ∇0,1 is a first-order C–linear differential operator satisfying

∇0,1
v (fσ) = (∂̄f)(v)⊗ σ + f∇0,1

v σ.

�

From 9.0.8 we obtain a map from the space of C–linear connections on E to the space of

CR–operators DiffCR(E). In general, this map will be far from injective. However, we may

recover injectivity of this map by placing an additional compatibility requirement on the

connection:

Proposition 9.0.9. Let (E, h)→ (X, J) be a complex vector bundle endowed with a Hermit-

ian metric h over an almost complex manifold (X,J). Let ∇ be a complex-linear connection

compatible with h in the sense that ∇h = 0. Then there is a unique CR–operator ∂̄E such

that

∇0,1 = ∂̄E.
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Proof. To construct ∇, let ∂̄E
∗

denote the CR–operator induced on the (complex) dual

bundle E∗, specified by the formula

{∂̄E∗α, σ} = ∂̄{α, σ} − {σ, ∂̄Eσ},

where {·, ·} denotes the dual pairing between E and E∗, and α ∈ H0(E∗), σ ∈ H0(E), are

smooth sections. Let H denote the Hermitian duality (i.e., the musical isomorphism coming

from the Hermitian metric) from E to E∗ defined by

{ξ1,H(ξ2)} = h(ξ1, ξ2).

Define

∇σ := H−1(∂̄E
∗
H(σ)) + ∂̄Eσ.

This connection is uniquely determined by the Hermitian metric and ∂̄E. Indeed, if two C–

linear connections have the same (0, 1)–part, their difference A is an End(E)–valued (1, 0)–

form. In particular,

A(Jv) =
√
−1A(v) (9.0.2)

for all v. On the other hand, if both connections are compatible with the metric, then A(v) is

skew-Hermitian with respect to this Hermitian metric. This holds in conjunction with (9.0.2)

if and only if A = 0. �

The CR–operator measures the failure of a complex vector bundle to be holomorphic. To

state this precisely, define:

Definition 9.0.10. Let E → (X, J) be a complex vector bundle over an almost complex

manifold X. We say that a CR–operator ∂̄E is integrable if

∂̄E ◦ ∂̄E = 0.

Theorem 9.0.11. (Koszul–Malgrange). Let E → X be a complex vector bundle over a

complex manifold. Then E is a holomorphic vector bundle if and only if E supports an

integrable CR–operator ∂̄E. Moreover, the holomorphic vector bundle structure on E is

uniquely determined by ∂̄E.

The proof of the Koszul–Malgrange theorem is a linear version of the argument given to

prove the Newlander–Nirenberg theorem (2.19.1). The crux of the Newlander–Nirenberg

theorem is that if an almost complex structure J satisfies an integrability condition (i.e.,

NJ ≡ 0), then there is a coordinate system in which J is locally constant, equal to the

complex structure on Cn. The Koszul–Malgrange theorem is proven by first completing

∂̄E to a Hermitian connection ∇ (relative to some auxiliary Hermitian metric) such that

∇0,1 = ∂̄E. The condition that ∂̄E ◦ ∂̄E = 0 translates to an integrability criterion on ∇0,1,
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specified by the Cartan structure equations. The crux of the proof is then in showing that

one can find a suitable gauge transformation such that for any point x ∈ X, there is a local

frame for E, given by quasi-holomorphic sections.

Lemma 9.0.12. Let (E, ∂̄E) −→ X be a complex vector bundle of rank r. Then E is a

holomorphic vector bundle if and only if, for each x ∈ X, there is an open neighborhood U

containing x and r quasi-holomorphic sections which yield a frame for E over U.

Proof. The only if direction is clear: If ϕ : π−1(U) −→ U × Cr is a holomorphic

trivialization of E, then the pseudo-holomorphic frame, in the neighborhood U of x, is given

by σk(x) := ϕ−1(x, ek), where ek is the kth standard basis vector of Cr. Conversely, let

{σk} and {τk} be two pseudo-holomorphic frames defined on open neighborhoods U and Ũ

of two points x and x̃, respectively. If U and Ũ intersect non-trivially, then there are bundle

transition maps (Aji ) such that σi = Aji τj . From

0 = ∂̄Eσi = (∂̄Aji )τj +Aji ∂̄
Eτj = (∂̄Aji )τj ,

we see that the bundle transition maps are holomorphic. �

Proof of Koszul–Malgrange theorem. Let ∂̄E be an integrable CR–structure on

the complex vector bundle E. Let ∇ be the Hermitian connection given by completing ∂̄E

according to 9.0.9. Fix a local frame for E, with respect to which we write ϑ for the connection

matrix. Write λ := ϑ0,1 for the (0, 1)–part of ϑ. The integrability of ∂̄E = ∇0,1 then translates

to

0 = ∇0,1(∇0,1ei) = ∇0,1(λjiej) = (∂̄λji )ej + λji ∧ λ
k
j ek = (∂̄λki + λji ∧ λ

k
j )ek.

The proof is complete if we can find a gauge transformation A = (Aji ), defined on a possibly

smaller neighborhood Ũ ⊆ U of x ∈ X such that

∂̄Aji +Aki λ
j
k = 0. (9.0.3)

Indeed, suppose such a gauge transformation exists. Define sections over Ũ by the formula

σi := Ajiej . Then

∂̄Eσi = (∂̄Aji )ej +Aji ∂̄
Eej = (∂̄Aji )ej +Aji (λ

k
j ek) = (∂̄Aji +Aki λ

j
k)ek.

Then (9.0.3) implies that the σi are quasi-holomorphic, and 9.0.12 completes the proof. For

the existence of the gauge transformation, we invite the reader to consult [224, Lemma

3.3]. �

Remark 9.0.13. In light of 9.0.11, it is natural to refer to an integrable Cauchy–Riemann

operator as a holomorphic structure.
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From 9.0.11, a holomorphic vector bundle supports a canonical first-order differential opera-

tor. We may therefore encode the compatibility of a connection ∇ on a holomorphic vector

bundle E → X by demanding that the (0, 1)–part of the connection ∇0,1 coincides with the

CR–operator ∂̄E. We therefore make the following (non-standard) definition:

Definition 9.0.14. Let E→ X be a holomorphic vector bundle over a complex manifold X.

Denote by ∂̄E the integrable CR–operator on E. A complex-linear connection ∇ on E is said

to be complex-analytic (or compatible with the holomorphic structure) if

∇0,1 = ∂̄E.

Remark 9.0.15. 9.0.14 is non-standard in that we do not require the connection to be

compatible with a Hermitian structure. Complex-analytic connections (as defined in 9.0.14)

are independent of any metric structure. The complex-analyticity of a connection on a

Hermitian vector bundle (E, h)→ X is not to be confused with a connection being Hermitian

in the sense that ∇h = 0. If E = T 1,0X, this coincides with 9.0.1.

Here, the reader may think that the distinction between Hermitian and complex-analytic

connections is for the birds and that only Hermitian connections (or Hermitian complex-

analytic connections) are worthy of consideration. Both classes of connections have appeared

in the literature, however. Of course, the Gauduchon connections we will consider, in general,

are Hermitian, but not complex-analytic. Connections that are not metric have appeared

in Yang–Mills theory and conformal geometry (in particular, in locally conformally Kähler

geometry). Most notably the Weyl connection [73, 121, 139, 236]. In future work, we

intend to investigate the geometry of complex-analytic non-Hermitian connections.

If one requires a complex-linear connection on a Hermitian vector bundle (E, h) → X to be

both complex-analytic and Hermitian, then we discover the following uniqueness theorem:

Theorem 9.0.16. Let (E, h) → X be a Hermitian vector bundle over a complex manifold

X. There is a unique complex-analytic Hermitian connection ∇ on E.

Definition 9.0.17. Let (X,ωg) be a Hermitian manifold. The unique complex-analytic

Hermitian connection on T 1,0X given by 9.0.16 is called the Chern connection.

Remark 9.0.18. The term Chern connection is sometimes extended to refer to the unique

complex-analytic Hermitian connection on an arbitrary holomorphic vector bundle.

To prove 9.0.16, we will make use of the Cartan theory of connections, which grew to promi-

nence because of the work of Chern.
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9.1. Cartan–Chern Theory of Connections

Let E → X be a holomorphic vector bundle, endowed with a complex-linear connection ∇,

over a complex manifold. By linearity, to understand how ∇ acts on an arbitrary (locally-

defined) smooth section of E, it suffices to understand the action of ∇ on a local frame {eα}
for E.

Definition 9.1.1. Let ∇ be a complex-linear connection on a holomorphic vector bundle

E → X. The connection matrix for ∇ (relative to a local frame {eα} for E) is the matrix

ϑ = (ϑji ) of 1–forms given by

∇ei =
∑
j

ϑjiej .

If we identify e = (e1, ..., er)
t with a column vector (where r denotes the rank of E), then in

matrix notation we have ∇e = ϑe.

Remark 9.1.2. If ∇ is a complex-analytic connection, the connection 1–form ϑ is a (1, 0)–

form. For a general Hermitian connection, however, ϑ will have a non-zero (0, 1)–part.

Let σ be a smooth section of E. With respect to the frame {eα}, write σ =
∑

α σ
αeα. The

connection ∇ then acts by

∇σ =
∑
γ

(
dσγ + σαϑ

α
γ

)
eγ , (9.1.1)

where d is the exterior derivative acting on functions.

Remark 9.1.3. The connection ∇ on E is, a priori, only defined on sections of E. We

can extend ∇ to a complex-linear map (which we abusively denote by the same symbol)

∇ : Ωp
X(E) −→ Ωp+1

X (E) by forcing the Leibniz rule

∇(σ ⊗ α) := (∇σ) ∧ α+ σ ⊗ dα,

where σ ∈ H0(E) and α ∈ Ωp
X .

Definition 9.1.4. Let ∇ be a complex-linear connection on a holomorphic vector bundle

E → X. The curvature matrix for ∇ (relative to a local frame {eα} for E) is the matrix

Θ = (Θγ
α) of 2–forms given by

∇2eα := ∇(∇eα) =
∑
γ

Θγ
αeγ .

Remark 9.1.5. In the special case that E is a holomorphic line bundle, the connection

matrix ϑ of a connection ∇ on E is given by a (scalar-valued) 1–form ϑ ∈ Ω1
X . Similarly, the

curvature matrix Θ is given by a (scalar-valued) 2–form Θ ∈ Ω2
X in this case.
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Proposition 9.1.6. Let ∇ be a complex-linear connection on a holomorphic vector bundle

E→ X over a complex manifold X. Let Θ ∈ Ω2
X ⊗ End(E) denote the curvature form ∇. If

∇ is complex-analytic, then the (0, 2)–part of Θ vanishes.

Proof. Since ∇0,1 = ∂̄E and ∂̄E ◦ ∂̄E = 0, we see that

Θ = ∇ ◦∇ = (∇1,0 +∇0,1) ◦ (∇1,0 +∇0,1)

= ∇1,0 ◦ ∇1,0 +∇1,0 ◦ ∇0,1 +∇0,1 ◦ ∇1,0 +∇0,1 ◦ ∇0,1

= ∇1,0 ◦ ∇1,0 +∇1,0 ◦ ∂̄E + ∂̄E ◦ ∇1,0 + ∂̄E ◦ ∂̄E

= ∇1,0 ◦ ∇1,0︸ ︷︷ ︸
= Θ2,0

+ ∇1,0 ◦ ∂̄E + ∂̄E ◦ ∇1,0︸ ︷︷ ︸
= Θ1,1

.

�

On the other hand, for Hermitian (not necessarily complex-analytic) connections we have:

Proposition 9.1.7. Let ∇ be a complex-linear connection on a Hermitian vector bundle

(E, h) → X over a complex manifold X. Let Θ ∈ Ω1,1
X ⊗ End(E) denote the curvature form

∇. If ∇ is Hermitian, then the connection 1–form ϑ ∈ Ω1
X ⊗ End(E) and curvature 2–form

Θ ∈ Ω2
X ⊗ End(E) are skew-Hermitian in the sense that

ϑ̄t = −ϑ, and Θ̄t = −Θ.

Hence, if ∇ is Hermitian and complex-analytic, we see that Θ2,0 = −(Θ̄0,2)t = 0. Therefore,

we have the following:

Corollary 9.1.8. Let ∇ be the unique complex-analytic and Hermitian connection on a

Hermitian vector bundle (E, h) → X over a complex manifold X. The connection 1–form

ϑ is a skew-Hermitian End(E)–valued (1, 0)–form and the curvature 2–form Θ is a skew-

Hermitian End(E)–valued (1, 1)–form.

We can now give a proof of 9.0.16:

Proof of 9.0.16. Let us first show that the complex-analytic Hermitian connection ∇
is unique. To this end, let {eα} be a local holomorphic frame with respect to which we define

the connection 1–form ϑ. Write hαγ := h(eα, eγ) for the components of the Hermitian metric

relative to the frame e. Since ∇ is both complex-analytic and Hermitian,

dhαγ = dh(eα, eγ) =
∑
ν

(
ϑναhνγ + ϑνγhαν

)
.

Decomposing the above equation into its (1, 0) and (0, 1)–parts shows that ∂h = ϑh. Hence,

ϑ = (∂h) · h−1, from which it follows that the Hermitian metric and the complex-analytic

structure ∂̄ uniquely determine ϑ (and hence, determine ∇).
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Existence now follows readily, since we may define ∇ to be the connection with connection

matrix ϑ = (∂h) · h−1. Since both ∂h and h−1 are independent of the choice of local frame,

the connection is subsequently well-defined. The fact that this connection is complex-analytic

and Hermitian is straightforward. �

9.2. The Cartan Structure Equations

Let {eα} be a local frame for a holomorphic vector bundle E→ X over a complex manifold

X. Let ϑ and Θ denote the connection and curvature matrices of a connection ∇ on E.

Observe that∑
γ

Θγ
αeγ = ∇(∇eα) = ∇

(∑
γ

ϑγαeγ

)
=
∑
γ,ν

(dϑγα + ϑνα ∧ ϑγν) eγ .

Hence, we recover the structure equation of Cartan:

Θγ
α = dϑγα + ϑνα ∧ ϑγν .

In matrix notation:

Θ = dϑ+ ϑ ∧ ϑ. (9.2.1)

Example 9.2.1. Let L→ X be a holomorphic line bundle over a complex manifold X. Let

∇ be the unique complex-analytic Hermitian connection on L given by 9.0.16. The proof of

9.0.16 shows that the connection matrix is given by ϑ = (∂h) · h−1 = ∂ log(h). Hence, by

(9.2.1), the curvature Θ(L,h) of the complex-analytic Hermitian connection on a Hermitian

line bundle is given by

Θ(L,h) = dϑ+ ϑ ∧ ϑ = dϑ = ∂̄∂ log(h) = −∂∂̄ log(h).

Remark 9.2.2. Since a Hermitian metric h on a holomorphic line bundle L → X is given

by a non-negative function, we often write h = e−ϕ, where ϕ is a smooth function on X. We

observe that the curvature form of the complex-analytic Hermitian connection associated to

h is then

Θ(L,h) = −∂∂̄ log(e−ϕ) = ∂∂̄ϕ.

In particular, the line bundle L is positive if and only if the function ϕ is plurisubharmonic.

Moreover, if Θ(L,h) is positive, the complex manifold X supports a Kähler metric given locally

by ∂∂̄ϕ.

Let us mention some important (albeit elementary to prove) properties of the curvature:

Proposition 9.2.3. Let (E, hE) → X and (F, hF) → X be two Hermitian vector bundles

over a complex manifold X. Then the curvature form
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(i) splits additively under tensor product

Θ(E⊗F,hE⊗hF) = Θ(E,hE) ⊗ id + id⊗Θ(F,hF).

(ii) is natural in the sense that it commutes with pullback

Θ(f∗E,f∗hE) = f∗Θ(E,hE),

where f : Y → X is a holomorphic map.

Remark 9.2.4. The properties of the curvature form indicate that it defines a natural

group homomorphism from the space of isometric isomorphism classes of Hermitian line

bundles. It is difficult to make this more precise, however, since the target space of this

group homomorphism is not clear.

9.3. Frame-dependence

The connection matrix (as defined in 9.1.1) is not invariant under a change of a frame.

Indeed, let {eα} and {fα} be two local frames for the holomorphic vector bundle E → X.

Let A = (Aγα) be the GL(C)–valued map incarnating the change of frame:

eα =
∑
γ

Aγαfγ .

From (9.1.1), we see that

∇eα =
∑
γ,ν

(dAγα +Aναϑ
γ
ν) fγ (9.3.1)

Let ϑ(e) and ϑ(f) denote the connection matrices for ∇ relative to the local frames {eα} and

{fα}, respectively. From (9.3.1), we see that∑
γ

ϑ(e)γαeγ =
∑
γ,ν

ϑ(e)γαA
ν
γfν =

∑
γ,ν

(dAγα +Aναϑ(f)γν)fγ .

Hence, in (the more transparent) matrix notation,

ϑ(e) = dA ·A−1 +A · ϑ(f) ·A−1.

Similarly, the curvature matrix Θ is not invariant under a change of frame, but transforms

by the adjoint action

Θ(e) = A ·Θ(f) ·A−1.
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9.4. Curvature of Subbundles and Quotients

Let (E, h) −→ X be a Hermitian holomorphic vector bundle. Let F ⊂ E be a holomorphic

subbundle and let Q := E/F denote the quotient. Let ∇E,∇F, and ∇Q denote the connections

on E, F, and Q, respectively.

Definition 9.4.1. The second fundamental form (of F in E) is the map

Π : H0(F) −→ Ω1
X(Q), Π := ∇E|F −∇F.

Work in a local unitary frame ξ = {ξ1, ..., ξr} for E such that {ξ1, ..., ξp} yields a local frame

for F. With respect to this frame, the connection matrix ϑE can be written as

ϑE =

(
ϑF Π

t

Π ϑQ

)
.

Then

ΘE = dϑE − ϑE ∧ ϑE =

(
dϑF − ϑF ∧ ϑF ·

· dϑQ − ϑQ ∧ ϑQ

)
,

and in particular,

ΘF = ΘE|F + Π
t ∧Π, ΘQ = ΘE|Q + Π ∧Π

t
.

The second fundamental form is a Hom(F,Q)–valued (1, 0)–form. Hence, we may write

Π =
∑

1≤j≤p,p<λ≤r
Πα
λjdzα ⊗ ξλ ⊗ εj .

Hence,

Π ∧Π
t

=
∑

Πα
ikΠ

β
jkdzα ∧ dzβ ⊗ ξi ⊗ εj ,

and so

(Π ∧Π
t
)(∂α, ∂β) =

∑
Πα
ikΠ

β
jkξi ⊗ εj = ΠαΠαt ≥ 0.

In summary, this implies the following (whose importance cannot be overstated):

9.5. Subbundle Decreasing and Quotient Increasing Property

If F is a holomorphic subbundle of the Hermitian vector bundle (E, h), and Q := E/F is the

quotient, then

ΘF ≤ ΘE|F, ΘQ ≥ ΘE|Q. (9.5.1)



156 9. GENERALITIES ON HERMITIAN CONNECTIONS

9.6. Chern–Weil theory

The fact that the connection form and curvature form of a connection ∇ on a holomor-

phic vector bundle E → X yield differential forms on X paves the way for a cohomological

study of vector bundles; or, conversely, this bridge offers a differential-geometric approach to

cohomology.

Theorem 9.6.1. Let (L, h) −→ X be a Hermitian line bundle on a complex manifold X.

Let Θ(L,h) be the curvature form of the Hermitian metric h on L. Tensoring with R defines

a map

H2(X,Z)
τ−−→ H2(X,R) ' H2

DR(X,R).

Under this map, the first Chern class c1(L) coincides with the de Rham cohomology class

represented by
√
−1

2π Θ(L,h). In particular, the cohomology class represented by Θ(L,h) is inde-

pendent of the choice of Hermitian metric.

Proof. Let ∇ be a complex-linear connection on L. With respect to a local frame

defined on an open set Uα, denote by ϑα and Θα the connection and curvature forms of ∇.

Since L is a line bundle, Θα = dϑα for all α, by the Cartan structure equation. On any

overlap Uα ∩ Uγ , we have

ϑα = Aαγ · ϑγ ·A−1
αγ + dAαγ ·A−1

αγ .

Hence,

ϑγ − ϑα = ϑγ −A−1
αγ · ϑα ·Aαγ

= ϑγ −A−1
αγ

(
Aαγ · ϑγ ·A−1

αγ + dAαγ ·A−1
αγ

)
Aαγ

= −A−1
αγ · dAαγ = −d log(Aαγ),

that is, the connection forms differ by a d–exact form. In particular, Θγ = Θα = dϑα, and

the connection form Θ is globally well-defined. Further,
√
−1Θ represents a cohomology class

in H2
DR(X,R). To see that the cohomology class represented by

√
−1Θ coincides with the

first Chern class c1(L) ∈ H2
DR(X,R), recall: Let Aαγ denote the bundle charts relative to an

open cover {Uα} of X. We can choose a refinement of {Uα} if necessary such that each Uα

is simply connected. The Čech cocycle (relative to the covering {Uα}) representing c1(L) is

then
1

2π
√
−1

(log(Aαβ + log(Aβγ)− log(Aαγ)) .

From the considerations in §1.3, the results do not depend on the choice of covering. Let

now Zkd denote the sheaf of d–closed k–forms and write Ωk
X for the sheaf of smooth k–forms

on X. We have exact sequences of sheaves

0 −→ R −→ Ω0
X −→ Z1

d −→ 0, 0 −→ Z1
d −→ Ω1

X −→ Z2
d −→ 0.
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On sheaf cohomology, these exact sequences furnish boundary morphisms

δ1 : H0(X,Z2
d)/dH

0(X,Ω1
X) −→ H1(X,Z1

d), δ2 : H1(X,Z1
d) −→ H2(X,R).

We will compute δ2δ1(Θ). To this end, relative to the covering {Uα}, we can write Θα = dϑα.

The image of Θ under δ1 is then the Čech 1–cocycle represented by {ϑγ−ϑα}α,γ ∈ Z1(X,Z1
d).

The image of this Čech 1–cocycle under δ2 is then the Čech 2–cocycle represented by

{− log(Aαβ)− log(Aβγ) + log(Aαγ)}α,β,γ .

Of course, this is precisely, −2π
√
−1c1(L). �

Remark 9.6.2. We emphasize that defining the first Chern class of a holomorphic line

bundle as the cohomology class represented by
√
−1

2π Θ(L,h) is not equivalent to the definition

given in 4.9.1. Indeed, although
[√
−1

2π Θ(L,h)
]

is an integral cohomology class, it is an integral

cohomology class within H2
DR(X,R), since it is defined via forms; in this process, torsion is

lost. To see this very explicitly, letX be an Enriques surface. ThenKX is not holomorphically

trivial, but K⊗2
X ' OX is. In particular, KX represents a torsion element in Pic(X). The first

Chern class of KX (according to 4.9.1) satisfies c1(KX) 6= 0 and c1(K⊗2
X ) = 2c1(KX) = 0.

On the other hand, if h is a Hermitian metric on KX , then h ⊗ h is a Hermitian metric on

K⊗2
X ' OX , and we may assume that Θh⊗h ≡ 0. But Θh⊗h = Θh ⊗ id + id ⊗ Θh, which

implies that Θh ≡ 0, and hence,
[√
−1

2π Θ(KX ,h)
]

= 0. This illustrates that an integral class in

H2
DR(X,R) is different from a cohomology class in H2(X,Z).

Combining 9.6.1 with the properties of the curvature form 9.2.3, we see that:

Proposition 9.6.3. Let L→ X and V→ X be two holomorphic line bundles over a complex

manifold X. Then

(i) c1(L⊗ V) = c1(L)⊗ id + id⊗ c1(V).

(ii) c1(L∗) = −c1(L), where L∗ denotes the dual line bundle.

(iii) c1(f∗L) = f∗c1(L), where f : Y → X is a holomorphic map.

Remark 9.6.4. The above properties hold for the Chern class defined more generally as

the image of the boundary morphism c1 : Pic(X) → H2(X,Z) as defined in 4.9.1 But these

properties do not follow from the properties of the curvature form, as we indiciated in 9.6.2.

There exist variants of the first Chern class which play a more suitable role in some contexts.

These are defined not as cohomology classes in de Rham or Dolbeault cohomology, but within

the following cohomology theories:

Definition 9.6.5. Let X be a complex manifold.
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(i) The Bott–Chern cohomology groups are defined

Hp,q
BC(X) :=

{α ∈ Ωp,q
X : dα = 0}

{
√
−1∂∂̄β : β ∈ Ωp−1,q−1

X }
.

(ii) The Aeppli cohomology groups are defined

Hp,q
A (X) :=

{α ∈ Ωp,q
X : ∂∂̄α = 0}

{∂γ + ∂̄γ : γ ∈ Ωp−1,q−1
X }

.

If α ∈ Ωp,q
X is a d–closed (p, q)–form, we write [α]BC ∈ Hp,q

BC(X) (respectively, [α]A ∈ Hp,q
A (X))

for the corresponding Bott–Chern class (respectively, Aeppli cohomology class).

Definition 9.6.6. Let (L, h) → X be a Hermitian line bundle over a complex manifold

X. The first Bott–Chern class cBC
1 (L) (respectively, first Aeppli–Chern class cAC

1 (L)) is

the cohomology class in H1,1
BC(X) (respectively, H1,1

A (X)) represented by the curvature form

Θ(L,h) =
√
−1

2π ∂∂̄ log(h).

Remark 9.6.7. The above definition is well-defined, independent of the specific choice of

Hermitian metric. Indeed, if h̃ is another Hermitian metric on L → X, then the difference

of the curvature forms

Θ(L,h̃) −Θ(L,h) =

√
−1

2π
∂∂̄ log

(
h̃

h

)
is globally ∂∂̄–exact.

An immediate consequence of the definition is that

cBC
1 (L) = 0 =⇒ c1(L) = 0 =⇒ cAC

1 (L) = 0.

If X supports the ∂∂̄–lemma (e.g., if X is Kähler, 6.23.2), then the converse implications

hold [209]:

Proposition 9.6.8. Let L → X be a holomorphic line bundle over a complex manifold X.

If the ∂∂̄–lemma holds on X, then

cBC
1 (L) = 0 ⇐⇒ c1(L) = 0 ⇐⇒ cAC

1 (L) = 0.

Proof. Suppose cAC
1 (L) = 0. It suffices to show that cBC

1 (L) = 0. Then there is a

Hermitian metric h on L such that

Θ(L,h) = ∂α+ ∂β,

where α, β ∈ Ω0,1
X . Differentiating this equation, ∂α is ∂̄–closed and ∂β is ∂–closed. Since the

∂∂̄–lemma holds, we can find smooth functions u and v such that ∂α = ∂∂̄u and ∂β = ∂∂̄v.

Then

Θ(L,h) = ∂∂̄(u− v),

proving the claim. �
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Example 9.6.9. Let X = S3 × S1 be the Hopf surface. From the Kunneth formula, the

second Betti number b2(X) = 0, and therefore, c1(L) = cAC
1 (L) = 0 for any holomorphic line

bundle L→ X. We will see in 10.4.16, however, that cBC
1 (K−1

X ) 6= 0.

9.7. Higher Chern Classes

In light of 9.6.1, we can construct higher Chern classes by considering certain variants of the

curvature. The starting observation comes from the fact that the curvature of a Hermitian

metric on a (holomorphic) vector bundle E −→ X is an End(E)–valued (1, 1)–form. The

(1, 1)–part of the curvature is invariant under a change of frame, but the endomorphism

component transforms via the adjoint action of GLk(C):

Θ 7−→ A ·Θ ·A−1.

In light of this, let us denote by Mn(C) ' Cn2
the space of n × n matrices with complex

entries.

Definition 9.7.1. A k–homogeneous polynomial f : Mn(C) −→ C is said to be invariant if

f(M) = f(AMA−1)

for all M ∈Mn(C) and all A ∈ GLn(C).

Example 9.7.2. The most important examples for our purposes are the elementary sym-

metric polynomials P k(A) of the eigenvalues of a matrix A ∈Mn(C), defined by

det(A+ tId) =

n∑
k=0

Pn−k(A) · tk.

For instance, P 1(A) = tr(A) and Pn(A) = det(A).

Lemma 9.7.3. For any invariant polynomial P of degree k, the form P (Θα) is closed, and

the cohomology class it represents is independent of the choice of connection.

From [149], we have the following important theorem:

Proposition 9.7.4. Let P =
⊕

k≥0 P
k denote the graded algebra of invariant polynomials.

There is a well-defined morphism of algebras

W : P −→
⊕
k≥0

H2k
DR(X,R), W(P ) := [P (Θ)].

The morphism W is called the Weil morphism.

Definition 9.7.5. Let (E, h)→ X be a Hermitian holomorphic vector bundle over a complex

manifold X. Let Θ denote the curvature form of h. The kth Chern class of E is

ck(E) :=

[
P k
(√
−1

2π
Θ(E,h)

)]
∈ H2k

DR(X,R)
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is called the kth Chern class of E.

Example 9.7.6. Let (E, h) → X be a Hermitian vector bundle over a complex surface X.

Let Θ = Θ(E,h) ∈ Ω1,1
X ⊗End(E) denote the curvature form of the complex-analytic Hermitian

connection on (E, h). Then the two Chern classes

c1(E) =

[√
−1

2π
tr(Θ)

]
c2(E) =

[
tr(Θ ∧ Θ̄)− tr(Θ)2

8π2

]
.

In particular, for α ∈ R, the cohomology class c2
1(E)−αc2(E) ∈ H4

DR(X,R) is represented by(√
−1

2π
tr(Θ)

)2

− α
(

tr(Θ ∧ Θ̄)− tr(Θ)2

8π2

)
=

(α− 2)tr(Θ)2 − αtr(Θ ∧ Θ̄)

8π2
.

9.8. The Torsion of Hermitian Connections

Let (X,ωg) be a Hermitian manifold. The torsion T of a Hermitian connection ∇ is defined

by the standard formula

T (u, v) := ∇uv −∇vu− [u, v],

where u, v ∈ X 1,0(X). For the Chern connection, the Christoffel symbols Γkij are given by

the formula

Γkij := gk`∂igj`.

The components of the (Chern) torsion cT are then specified by

cT kij := Γkij − Γkji = gk`(∂igj` − ∂jgi`)

Write ωg =
√
−1
∑n

i,j=1 gijdzi ∧ dzj . Then

∂ωg =
√
−1

n∑
i,j,k=1

∂gij
∂zk

dzk ∧ dzi ∧ dzj ,

and it is clear that ∂ωg = 0 if and only if cT = 0.

Definition 9.8.1. The (Chern) torsion 1–form of the Chern connection is the (1, 0)–form τ

defined by

τ :=
n∑
k=1

τkdzk :=
n∑
k=1

cT kikdzk.

Remark 9.8.2. If Λ denotes the formal adjoint of the Lefschetz operator, then we can easily

see that τ = Λ(∂ω).
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The vanishing of the torsion 1–form τ (which amounts to a vanishing of the trace of the

Chern torsion) is one of the two natural constraints one can place on the torsion of the Chern

connection. The other natural condition being that the torsion is analytic. We will discuss

this latter condition in the next section. From the (Chern) torsion (1, 0)–form τ , we define

the following real 1–form:

Definition 9.8.3. Let (X,ω) be a Hermitian manifold of (complex) dimension n. The Lee

form is defined

θ :=
2

n− 1
Re(τ),

where τ is the torsion 1–form.

The (Chern) Lee form θ and the (Chern) torsion (1, 0)–form τ are important objects in part

due to the following formulae:

Proposition 9.8.4. Let (X,ω) be a Hermitian manifold of (complex) dimension n. Then

dωn−1 = (n− 1)θ ∧ ωn−1.

In particular, the (2, 1)–part of this equation yields ∂ωn−1 = τ ∧ ωn−1.

Proof. By the Leibniz rule for the exterior derivative, we have

dωn−1 = (n− 1)dω ∧ ωn−2

= (n− 1)∂ω ∧ ωn−2 + (n− 1)∂̄ω ∧ ωn−2

= (n− 1)L(Λ(∂ω)) ∧ ωn−2 + (n− 1)L(Λ(∂̄ω)) ∧ ωn−2

= (n− 1)Λ(∂ω) ∧ ωn−1 + (n− 1)Λ(∂̄ω) ∧ ωn−1

= (n− 1)τ ∧ ωn−1 + (n− 1)τ ∧ ωn−1

= (n− 1)(τ + τ̄) ∧ ωn−1 = θ ∧ ωn−1.

�

9.8.4 has the following important corollary:

Corollary 9.8.5. Let (X,ω) be a Hermitian manifold. If the torsion (1, 0)–form τ vanishes,

or X is compact with τ analytic, then ω is balanced. In particular, a compact Hermitian

surface with analytic torsion (1, 0)–form is Kähler.

Proof. It is clear from 9.8.4 that if τ = 0, then dωn−1 = 0. Hence, assume X is compact

with holomorphic torsion (1, 0)–form τ . We will show that

τ = −
√
−1∂̄∗ω.
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To this end, let α ∈ Ω1,0
X and denote by {·, ·} the inner product coming from ω, extended to

Ωp,q
X . Then

{α, ∂̄∗ω}ω
n

n!
= α ∧ τ̄ ∧ ωn−1

(n− 1)!
= 〈α ∧ τ̄ , ω〉ω

n

n!
= 〈α,

√
−1τ〉ω

n

n!
.

Suppose now that X is balanced and τ is holomorphic. Then ∂̄τ = −
√
−1∂̄∂̄∗ω = 0. If (·, ·)

denotes the L2–pairing, then

‖∂̄∗ω‖2L2(X) = (∂̄∂̄∗ω, ω) = 0.

Hence, τ = −
√
−1∂̄∗ω = 0 and the metric is balanced. �

9.9. The Gauduchon Connections

If (X,ω) is a Hermitian manifold, then by forgetting the complex structure, (X,ω) can be

identified with an even-dimensional Riemannian manifold. In particular, TRX supports the

Levi-Civita connection ∇LC (compatible with the Riemannian metric underlying ω). We

can complex-linearly extend ∇LC to TCX, yielding a complex-linear connection ∇LC ⊗ C
on TCX compatible with the Hermitian metric ω. The space of complex-linear connections

compatible with ω can be identified with Ω2
X ⊗ TCX, i.e., the sections of the Λ2

X ⊗ TCX.

The connections in Ω2
X ⊗ TCX, which also preserve the complex structure, form an affine

subbundle. Therefore define a connection l∇ at any point x ∈ X to be the orthogonal pro-

jection of the origin into the fiber of this affine subbundle at the point x.

In other words, with orthogonal projection understood in the above sense, we make the

following definition:

Definition 9.9.1. Let (X,ω) be a Hermitian manifold. The Lichnerowicz connection l∇ is

the Hermitian connection on T 1,0X given by the orthogonal projection of the complexified

Levi-Civita connection of the underlying Riemannian metric.

Remark 9.9.2. The Lichnerowicz connection was first considered by Lichnerowicz in [205],

where it is referred to as the first canonical connection.

Let (X,ωg) be a Hermitian manifold endowed with a Hermitian connection ∇ on its tan-

gent bundle T 1,0X. The torsion T = ∇T ∈ Ω2
X(TX) of ∇ is a 2–form with values in the

(complexified) tangent bundle TX := TCX ' T 1,0X ⊕ T 0,1X and determines the Hermitian

connection uniquely. It was discovered by Libermann [204] and later expounded upon by

Gauduchon [140] that the Hermitian connection is determined entirely by the (1, 1)–part T 1,1

of its torsion. In particular, the space of Hermitian connections is modeled on the infinite-

dimensional affine subspace Ω1,1
X (TX) of Ω2

X(TX).
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The space Ω2
X(TX) affords a type decomposition

Ω2
X(TX) ' Ω2,0

X (TX)⊕ Ω1,1
X (TX)⊕ Ω0,2

X (TX),

and therefore, T ∈ Ω2
X(TX) can be written T = T 2,0 + T 1,1 + T 0,2. The (0, 2)–part T 0,2

is independent of the connection and recovers the Nijenhuis tensor NJ . Indeed, for (0, 1)–

tangent vectors u := u0 +
√
−1Ju0 and v = v0 +

√
−1Jv0 such that ∇u0 = ∇v0 = 0 at the

point where we compute T , we have

T 0,2(u, v) = T (u0, v0) +
√
−1T (u0, Jv0) +

√
−1T (Ju0, v0)− T (Ju0, Jv0)

= −[u0, v0]− J [u0, Jv0] + J [Ju0, v0] + [Ju0, Jv0] = NJ(u0, v0).

Since the complex structure J is integrable, we see that the (0, 2)–part T 0,2 of the torsion

vanishes identically. It therefore remains to understand the T 2,0 and T 1,1 components of T .

Let Ω3,+
X denote the space of 3–forms of type (2, 1) + (1, 2). In particular, if α ∈ Ω3

X is a 3–

form, then we write α+ := α(2,1) +α(1,2) ∈ Ω3,+
X for the ((2, 1)+(1, 2))–part of α. There is an

isomorphism between Ω3,+
X and Ω2,0

X (TX) realized by the Bianchi projector B : Ω2
X(TX) →

Ω3
X specified by the formula

B(α)(u, v, w) :=
1

3
(g(α(u, v), w) + g(α(v, w), u) + g(α(w, u), v)) ,

for u, v, w ∈ TX and α ∈ Ω2
X(TX). Let Ω1,1

b (TX) := ker
(
B|

Ω1,1
X (TX)

)
denote the subspace

of TX–valued (1, 1)–forms ξ ∈ Ω1,1
X (TX) which satisfy the Bianchi identity B(ξ) = 0. With

respect to the metric on Ω1,1
X (TX) induced by the metric ωg on T 1,0X, we let Ω1,1

c (TX)

denote the orthogonal complement of Ω1,1
b (TX) inside Ω1,1

X (TX). Therefore, we have a

further refinement of the type decomposition:

Ω2
X(TX) ' Ω2,0

X (TX)⊕ Ω1,1
b (TX)⊕ Ω1,1

c (TX)⊕ Ω0,2
X (TX),

and a corresponding refinement of the torsion

T = T 2,0 + T 1,1
b + T 1,1

c (9.9.1)

(recalling that T 0,2 = NJ ≡ 0). The Bianchi projector B, in addition, furnishes an isomor-

phism between Ω1,1
c (TX) and Ω3,+

X (in particular, Ω2,0
X (TX) ' Ω3,+

X ' Ω1,1
c (TX)) (c.f., [140,

Remark 3]). Therefore, to understand T 2,0 or T 1,1
c , it suffices to understand their images

B(T 2,0) or B(T 1,1
c ).

The (2, 0)–part T 2,0 is determined by the (1, 1)–part T 1,1 of the torsion:

B(T 2,0 − T 1,1
c ) =

1

3
dcω. (9.9.2)
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Indeed, for (1, 0)–tangent vectors u, v, w ∈ T 1,0X, the definition of T and B informs us that

the (2, 1)–part of 3B(T 2,0 − T 1,1
c ) is given by

3B(T 2,0 − T 1,1
c )(2,1)(u, v, w̄) = g(w̄, T 2,0(u, v))− g(u, T 1,1

c (v, w̄))− g(v, T 1,1
c (w̄, u))

= u · g(v, w̄)− v · g(u, w̄)

−g([u, v], w̄) + g(u, [v, w̄]) + g(v, [w̄, u]),

where the last equality uses the compatibility of ∇ with the metric. Expressing this with the

associated (1, 1)–form ω, the standard formula for the exterior derivative yields 3B(T 2,0 −
T 1,1
c )(2,1)(u, v, w̄) = −

√
−1∂ω(u, v, w̄). By conjugating, we see that

B(T 2,0 − T 1,1
c ) =

√
−1

3
(∂̄ − ∂)ω =

1

3
dcω.

Hence, the torsion of a Hermitian connection (and hence, the Hermitian connection itself) is

completely determined from the (1, 1)–part T 1,1 ∈ Ω1,1
X (TX). Using the Bianchi projector B,

one can break this up into a prescription of T 1,1
b and T 1,1

c . Indeed, if T 1,1
b = σ and T 1,1

c = µ,

then

T = T 2,0 + T 1,1
b + T 1,1

c = 2µ+
1

3
B−1 (dcω) + σ.

Definition 9.9.3. Let (X,ω) be a Hermitian manifold. A Hermitian connection ∇ on T 1,0X

is said to be Gauduchon (with Gauduchon parameter t) if the torsion T = ∇T satisfies

T 1,1
b = 0, B(T 1,1

c ) =
(t− 1)

3
dcω.

The scaling factor 1
3(t− 1) is chosen such that t = 1 recovers the Chern connection, t = −1

recovers the Strominger–Bismut connection [278, 31], and t = 0 recovers the Lichnerowicz

connection [205]. Further, the declaration B(T ) = (2t−1)
3 dcω appears to be made only to

recover these better-known distinguished connections. Moreover, the declaration T 1,1
b = 0

is motivated by the absence of any bona fide representative of Ω1,1
b (TX). On the other

hand, one can consider more generally, B(T 1,1
c ) = a(t)dω + b(t)dcω, for R–valued functions

a, b : R→ R. This recovers the Ehresmann–Libermann plane [204].

Example 9.9.4. For t = 1, we recover the Chern connection, and for t = 0, we recover

the Lichnerowicz connection. For t = −1, we recover the Strominger–Bismut connection
b∇ discovered in the physics literature by Strominger [278] and later, independently in

the mathematics literature by Bismut [31], characterized by its torsion being totally skew-

symmetric. The Hermitian conformal connection [204], namely, the Hermitian connection

for which the torsion satisfies the Bianchi identity, is recovered from t = 1
2 . Moreover,

the Minimal connection [140], defined to be the unique Hermitian connection with smallest

pointwise norm squared of its torsion, manifests from t = 1
3 .
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Remark 9.9.5. The presence of a numerical value attached to a connection has led to some

curious ‘dualities’ in the behavior of these Gauduchon connections. For instance, it was

observed by Zhao–Zheng [333] that the Gauduchon connections come in dual pairs, with the

duality map specified by R\{1
2} 3 t 7→

t
2t−1 . This map has fixed points t = 1 (Chern) and

t = 0 (Lichnerowicz); curiously the map is undefined for the Hermitian conformal connection

(t = 1/2). We also observe that the Strominger–Bismut connection b∇ is ‘dual’ to the

minimal connection
1
3∇.

Lemma 9.9.6. (Gauduchon symmetries). Let (X,ωg) be a Hermitian manifold. Let T = tT

be the torsion of the t–Gauduchon connection t∇. In any unitary frame, we have

(i) T kij = tcT kij , where cT denotes the torsion of the Chern connection.

(ii) T k
ij

= (1− t)lT k
ij

, where lT denotes the torsion of the Lichnerowicz connection.

(iii) T k
ij

= −T i
kj

.

(iv) T k
ij

= 1−t
2t T

j
ik.

Proof. Let {ei} be a local unitary frame. Since the (1, 1)–part of the Chern torsion,

and the (2, 0)–part of the Lichnerowicz torsion vanish,

cT 1,1 = lT 2,0 = 0,

assertions (i) and (ii) follow immediately from the definition t∇ = tc∇+ (1− t)l∇. For (iii),

we note that from (ii),

T k
ij

=
1− t

2
bT k
ij
, and T kij = −tbT kij .

Since the torsion of the Bismut connection b∇ is totally skew-symmetric,

2tT k
ij

= 2tg(T (ei, ej), ek) = t(1− t)g(bT (ei, ej), ek)

= t(t− 1)g(bT (ei, ek), ej) = (1− t)T jik.

Similarly, for (iv), from the fact that bT is totally skew-symmetric,

T k
ij

=
1− t

2
bT k
ij

= −1− t
2

bT i
kj

= −T i
kj
,

as required. �

9.10. Structure Equations for the Complexified Levi-Civita Connection

Let (X,ωg) be a Hermitian manifold. Let ∇LC denote the Levi-Civita connection on TRX,

compatible with the underlying Riemannian metric g. Let {eα} be a local unitary frame for

T 1,0X. Then a unitary frame for TCX ' T 1,0X ⊕ T 0,1X is given by {eα, eα}. Denote by
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{ϕα, ϕ̄α} the dual coframe. The action of ∇LC on a member of this unitary frame is specified

by the connection forms Φ,Ψ ∈ Ω1
X ⊗ End(TX),

∇LCeα = Φγ
αeγ + Ψ̄γ

αeγ , ∇LCeα = Ψγ
αeγ + Φ̄γ

αeα.

The corresponding matrices for the connection and curvature of ∇LC are therefore

ϑLC =

(
Φ Ψ̄

Ψ Φ̄

)
, ΘLC =

(
Λ Ῡ

Υ Λ̄

)
,

where

Λ = dΦ− Φ ∧ Φ− Ψ̄ ∧Ψ, (9.10.1)

Υ = dΨ−Ψ ∧ Φ− Φ̄ ∧Ψ. (9.10.2)

Further,

dϕ = −ΦT ∧ ϕ−ΨT ∧ ϕ̄.

Let {fα, f̄α} be another unitary frame for TCX, given by transforming the frame {eα, ēα} by

a unitary matrix A. It is straightforward to show that

Φ(f) = AΦ(e)A−1 + dA ·A−1,

While the other terms transform like:

Ψ(f) = ĀΨ(e)A−1, Λ(f) = AΛ(e)A−1, Υ(f) = ĀΥ(e)A−1.

Let cϑ ∈ Ω1,0
X ⊗ End(T 1,0X) denote the connection (1, 0)–form for the Chern connection

c∇. Similarly, denote the curvature (1, 1)–form for the Chern connection by cΘ ∈ Ω1,1
X ⊗

End(T 1,0X). Define

γ := Φ− cϑ,

and note that γ transforms like γ(f) = AγA−1. We can express γ in terms of the Chern

torsion cT . Indeed, from [320, Lemma 2], we see that

γβα = Φβ
α − cϑβα = cT βαδϕ

δ − cTαβδϕ̄
δ.

Expressing (9.10.1) and (9.10.2) in terms of γ, we see that

Λβα − cΘβ
α = dγβα − γδα ∧ γ

β
δ − γ

δ
α ∧ cϑβδ −

cϑδα ∧ γ
β
δ − Ψ̄δ

α ∧Ψβ
δ .

The Lichnerowicz connection l∇ is the restriction of the complexified Levi-Civita connection

∇LC to T 1,0X, and therefore,
l∇eα = Φγ

αeγ .

Denote by t∇ the t–Gauduchon connection t∇ := tc∇ + (1 − t)l∇. Write tϑ and tΘ for the

connection 1–form and curvature 2–form. Then

tϑβα = tcϑβα + (1− t)lϑβα = cϑβα + (1− t)γβα.
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The Cartan structure equation then implies that

tΘβ
α = dtϑβα − tϑδα ∧ tϑβδ .

Hence,

tΘβ
α − cΘβ

α = (1− t)dγβα − (1− t)γδα ∧ cϑβδ − (1− t)cϑδα ∧ γ
β
δ − (1− t)2γδα ∧ γ

β
δ ,

and moreover,

tΘβ
α − Λβα = −tdγβα + tγδα ∧ cϑβδ + tcϑδα ∧ γ

β
δ + t(2− t)γδα ∧ γ

β
δ + Ψ̄δ

α ∧Ψβ
δ .

The (1, 1)–part of the t–Gauduchon curvature tensor is given by tRk`ij = tΘj
i (ek, ē`) and the

(1, 1)–part of the complexified Riemannian curvature tensor is given by Rk`ij = Λji (ek, ē`).

Hence,

tRk`ij = Rk`ij + t
(
cT j
ik,`

+ cT i
j`,k

)
+ t(t− 2)

(
cT rik

cT rj` −
cT jrk

cT ir`

)
− cT krj

cT `ir,

where the comma indicates covariant derivatives with respect to the Chern connection c∇.

From the Bianchi identity 9.10.8, we have cT j
ik,`

= cRk`ij −
cRi`kj . Hence, we recover the

following (see [93, Lemma 2.2], [133, Proposition 4.2] also):

Theorem 9.10.1. Let (X,ωg) be a Hermitian manifold. The (1, 1)–part of the t–Gauduchon

curvature tensor tR is related to the Chern curvature tensor cR and the (1, 1)–part of the

complexified Riemannian curvature tensor R in any local unitary frame by

tRk`ij = Rk`ij + t
(

2cRk`ij −
cRi`kj −

cRkji`

)
+t(t− 2)

(
cT rik

cT rj` −
cT jrk

cT ir`

)
− cT krj

cT `ir,

where the comma indicates covariant derivatives with respect to the Chern connection c∇.

Remark 9.10.2. Note that the special case of t = 0 for the above theorem was computed

by Liu–Yang in [209, Corollary 3.1] and [208, Proposition 4.2]. In [208, 209], the authors

denote the Lichnerowicz curvature tensor by R (see also [102, 210].

The curvature of the t–Gauduchon curvature tensor tR expressed exclusively in terms of the

Chern curvature tensor cR is given by the following theorem:

Theorem 9.10.3. Let (X,ωg) be a Hermitian manifold. The (1, 1)–part of the t–Gauduchon

curvature tensor tR is related to the Chern curvature tensor cR in any local unitary frame

by

tRk`ji = cRk`ji +
1− t

2

(
cRj`ki + cRkij` − 2cRk`ji

)
+

(
t− 1

2

)2 (
cT rkj

cT r`i −
cT ikr

cT j`r

)
.
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Corollary 9.10.4. Let (X,ωg) be a Hermitian manifold. The (1, 1)–part of the Strominger–

Bismut curvature tensor bR is related to the Chern curvature tensor cR in any local unitary

frame by

bRk`ji = cRj`ki + cRkij` −
cRk`ji +

(
cT rkj

cT r`i −
cT ikr

cT j`r

)
.

Corollary 9.10.5. Let (X,ωg) be a Hermitian manifold. The (1, 1)–part of the Lichnerowicz

curvature tensor lR is related to the Chern curvature tensor cR in any local unitary frame

by

lRk`ji =
1

2
cRj`ki + cRkij` +

1

4

(
cT rkj

cT r`i −
cT ikr

cT j`r

)
,

and related to the (1, 1)–part of the complexified Riemannian curvature tensor R by

lRk`ij = Rk`ij + cT kjr
cT `ir,

If we choose local coordinates , the t–Gauduchon curvature tensor is given by [19]:

Corollary 9.10.6. Let (X,ωg) be a Hermitian manifold. Choose coordinates (z1, ..., zn) near

a point p ∈ X such that the metric g is Euclidean at p and the Christoffel symbols of the

Levi-Civita connection vanish at p. In these coordinates, the t–Gauduchon curvature tensor
tR is given by

tRijk` =
(1− t)

2

(
∂2gk`
∂zi∂zj

−
∂2gkj
∂zi∂z`

−
∂2gi`
∂zk∂zj

)
− (1 + t)

2

∂2gk`
∂zi∂zj

+
(1− t)2

4

∑
q

cT `iq
cT kqj +

t2

4

∑
q

cT qik
cT qj`,

where cT is the torsion of the Chern connection.

For t = 1, we recover the standard local expression for the Chern curvature tensor:

cRijk` = −
∂2gk`
∂zi∂zj

+
n∑

p,q=1

gpq
∂gkq
∂zi

∂gp`
∂zj

. (9.10.3)

Of course, a direct proof is equally elementary to deduce: Locally, write cRijk
p = −∂Γpik

∂zj
.

Then

cRijk` = −gp`∂jΓ
p
ik = −gp`∂j

(
gpq∂igkq

)
= −gp`(∂jg

pq)(∂igkq)− gp`g
pq∂j∂igkq.

Differentiating the identify gpqgp` = δq` yields (9.10.3).

Remark 9.10.7. From (9.10.3) we observe the following conjugate symmetry of the Chern

curvature tensor:

cRijk` = cRji`k. (9.10.4)
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For a general Hermitian metric, the Chern curvature tensor violently fails to have the sym-

metries of the Riemannian curvature. Indeed, we have the following:

Proposition 9.10.8. Let ∇ denote the Chern connection on a Hermitian manifold (X,ω).

If T and R respectively denote the torsion and curvature of the Chern connection, then with

respect to any local frame, we have

(i) Rkji` −Rijk` = ∇jT `ik.
(ii) T k{j`,i} = R{ij`}k + T r{ijT

k
`}r + T r{ijT

k
`}r,

where {i, j, k} denotes cyclic summation.

Proof. We compute directly:

Rkji` −Rijk` = −gp`∇jΓ
p
ki + gp`∇jΓ

p
ik = −gp`∇j(Γ

p
ki − Γpik) = ∇jT

`
ik.

This proves the first statement. For the second statement, see [195, p. 135]. �

Of course, if the metric is Kähler, the torsion of the Chern connection vanishes, and the

Chern curvature tensor has the symmetries of the Riemannian curvature tensor.

Unsurprisingly, there has been a growing interest in the study of Hermitian metrics whose

curvature tensors satisfy particular symmetries in recent years. The following class of Her-

mitian metrics is of particular interest [320]:

Definition 9.10.9. A Hermitian metric is said to be Gauduchon Kähler-like if its Gauduchon

curvature tensor has the symmetries of the curvature tensor of a Kähler metric.

Example 9.10.10. Let

G(k) :=


1 z1 z3

0 1 z2

0 0 1

 : z1, z2, z3 ∈ k

 .

The Iwasawa threefold is the quotient X := G(C)/G(Z +
√
−1Z). From [215], X is a non-

Kähler balanced manifold. The holomorphic 1–forms dx, dy, and dz − xdy are left-invariant

by the group G(Z+
√
−1Z), yielding a global frame for the cotangent bundle. In particular,

X admits a Hermitian metric which is Chern-flat, and the metric is (Chern) Kähler-like

(albeit for trivial reasons).
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CHAPTER 10

On the Curvature of a Hermitian Metric

Granted the theory of Hermitian (in particular, Gauduchon) connections developed in the

previous section, we want to extend the discussion of §2.1 to the Hermitian category.

10.1. The Ricci Curvatures of a Hermitian Metric

In contrast with the Riemannian curvature tensor, the presence of torsion in the Chern

connection produces distinct Ricci curvatures by taking various traces:

Definition 10.1.1. Let (X,ωg) be a Hermitian manifold. Let tR denote the t–Gauduchon

curvature tensor. The t–Gauduchon–Ricci forms of ωg are defined in a local frame {ek} by

tRic(1)
ωg :=

√
−1tRic

(1)

k`
ek ∧ e` :=

√
−1gij

(
tRk`ij

)
ek ∧ e`,

tRic(2)
ωg :=

√
−1tRic

(2)

k`
ek ∧ e` :=

√
−1gij

(
tRijk`

)
ek ∧ e`,

tRic(3)
ωg :=

√
−1tRic

(3)

k`
ek ∧ e` :=

√
−1gij

(
tRkji`

)
ek ∧ e`,

tRic(4)
ωg :=

√
−1tRic

(4)

k`
ek ∧ e` :=

√
−1gij

(
tRi`kj

)
ek ∧ e`.

Remark 10.1.2. We refer to tRic
(k)
ωg as the kth t–Gauduchon–Ricci curvature (or kth t–

Gauduchon–Ricci form). We also note that the above definition only considers the (1, 1)–

part of the ‘Ricci curvatures’ obtained by taking various traces of the t–Gauduchon curvature

tensor. In general, the Gauduchon–Ricci curvatures will not be of type (1, 1), but for many

applications (e.g., the Schwarz lemma), only the (1, 1)–part of the Ricci curvatures appear.

Let us consider first, the Ricci curvatures of the Chern connection c∇. Because of the

conjugate symmetry (9.10.4) of the Chern curvature tensor, we have the following:

Proposition 10.1.3. Let (X,ωg) be a Hermitian manifold.

(i) The first and second Chern–Ricci curvatures cRic
(1)
ωg and cRic

(2)
ωg are real.

(ii) The third and fourth Chern–Ricci curvatures are conjugate to each other:

cRic
(3)
ωg = cRic(4)

ωg .

171
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Proof. We omit the superscript c for the moment and write

Ric
(1)

ij
= gk`Rijk` = g`kRji`k = Ric

(1)

ji
,

Ric
(2)

k`
= gijRijk` = gjiRji`k = Ric

(2)

`k
.

This proves the first statement. For the second statement, we similarly argue:

Ric
(4)

k`
:= gijRkji` = gjiRjk`i = Ric

(3)

`k
.

�

Proposition 10.1.4. Let (X,ωg) be a Hermitian manifold. The first Chern–Ricci form is

locally ∂∂̄–exact, with
cRic(1)

ωg = −
√
−1∂∂ log(ωng ).

In particular, cRic
(1)
ωg represents the first Bott–Chern class cBC

1 (K−1
X ) of the anti-canonical

bundle K−1
X .

Proof. Write

cRic
(1)

ij
= −

n∑
k,`=1

gk`

 ∂2gk`
∂zi∂zj

−
n∑

p,q=1

gpq
∂gkq
∂zi

∂gp`
∂zj


= −

n∑
k,`=1

gk`

 ∂

∂zi

(
∂gk`
∂zj

)
+

n∑
p,q=1

gkq
∂gpq

∂zi

∂gp`
∂zj


= −

n∑
k,`=1

[
gk`

∂

∂zi

(
∂gk`
∂zj

)
+
∂gk`

∂zi

∂gk`
∂zj

]

= − ∂

∂zi

∑
k,`=1

gk`
∂gk`
∂zj


= − ∂

∂zi

(
∂

∂zj
log det(g)

)
,

where the last equality follows from the formula

∂

∂zj
log det(g) =

n∑
k,`=1

gk`
∂gk`
∂zj

,

which can be deduced from Cramer’s rule. The final assertion follows from the fact that the

volume form ωng defines a Hermitian metric on the canonical bundle KX . The curvature form

of this Hermitian metric is then
√
−1∂∂̄ log(ωng ). The curvature of the induced metric on the

dual bundle is then −
√
−1∂∂̄ log(ωng ) = cRic

(1)
ωg . �
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Remark 10.1.5. One can also realize the closedness of the Ricci form of a Kähler metric ω

as a consequence of the second Bianchi identity:

dRic(ω) =
√
−1

n∑
α,i,j=1

(
∇αRicijdzα ∧ dzi ∧ dzj +∇αRicijdzα ∧ dzi ∧ dzj

)
=
√
−1

n∑
α,i,j=1

(
∇iRicαjdzα ∧ dzi ∧ dzj +∇jRiciαdzα ∧ dzi ∧ dzj

)
= −

√
−1

n∑
α,i,j=1

(
∇iRicαjdzi ∧ dzα ∧ dzj +∇jRiciαdzj ∧ dzi ∧ dzα

)
= −

√
−1

n∑
α,i,j=1

(
∇αRicijdzα ∧ dzi ∧ dzj +∇αRicijdzα ∧ dzi ∧ dzj

)
.

Corollary 10.1.6. Let (X,ωg) be a Hermitian ∂∂̄–manifold. Then the first Chern–Ricci

form cRic
(1)
ωg represents the first Chern class c1(K−1

X ) in H2
DR(X,R).

10.2. The Calabi Conjecture

It is natural to ask whether any presentative of cBC
1 (X) is given by the first Chern–Ricci

curvature of a Hermitian metric. For Kähler metrics, this is the famous Calabi conjecture:

Conjecture 10.2.1. (Calabi). Let (X,ω) be a compact Kähler manifold. Given any

representative α of c1(K−1
X ), there is a smooth function ϕ ∈ C∞(X,R) such that ωϕ :=

ω +
√
−1∂∂̄ϕ > 0 and Ricωϕ = α.

The Calabi conjecture implies that if X is a compact Kähler manifold with definite or trivial

first Chern class, then X admits a Kähler metric with correspondingly definite or trivial

Ricci curvature. Calabi [71] showed that the problem reduces to a complex Monge–Ampère

equation. Indeed, let α = λ[ω] for some λ ∈ R. Then Ricωϕ = λωϕ and

Ricωϕ = λωϕ ⇐⇒ Ricωϕ − Ricω = λωϕ − λω + λω − Ricω

⇐⇒ Ricωϕ − Ricω = λ
√
−1∂∂̄ϕ−

√
−1∂∂̄f

⇐⇒ −
√
−1∂∂̄ log(ωnϕ) +

√
−1∂∂̄ log(ωn) =

√
−1∂∂̄(λϕ− f)

⇐⇒ ωnϕ = ef−λϕωn.

Hence, the resolution of the Calabi conjecture is equivalent to the solvability of the complex

Monge–Ampère equation

ωnϕ = ef−λϕωn,

where f : X → R is a smooth function subject to the normalization condition∫
X
ef−λϕωn =

∫
X
ωnϕ.
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For compact Kähler manifolds with c1(K−1
X ) > 0, there are obstructions to the existence of

Kähler–Einstein metrics. The first obstruction was observed by Matsushima [214], noticing

that it was necessary for the Lie group of holomorphic automorphisms to be reductive, i.e.,

the complexification of a real compact Lie group. Later obstructions were found by Futaki

[134] who introduced a Lie algebra character for the Lie algebra of holomorphic vector fields,

which necessarily vanished for the existence of Kähler–Einstein metrics on Fano manifolds.

This led to a folklore conjecture that the only obstructions were to arise from the Lie algebra

of holomorphic vectors. An example of Mukai (see, e.g., [291]), however, provides an example

of a Fano manifold with no non-trivial holomorphic vector fields but does not admit a Kähler–

Einstein metric. In [291], Tian proposed the notion of K–stability which he showed to be

a necessary condition for existence, and conjectured that it was also sufficient. This so-

called Yau–Tian–Donaldson conjecture (YTD conjecture) was proved in 2012 by Tian [292]

and Chen–Donaldson–Sun [91]. We will discuss the Calabi conjecture and its resolution in

Chapter 3.3.

10.3. The Second Chern–Ricci Curvature

We have seen that the first Chern–Ricci curvature of a Hermitian metric is intimately related

to the (anti-)canonical bundle KX and has a cohomological nature. The second Chern–Ricci

curvature is not a cohomological object, in general, and is much more mysterious. We will

see that in the subsequent sections that the second Chern–Ricci curvature naturally appears

in the Schwarz lemma, but is unfortunately, not within the jurisdiction of a complex Monge–

Ampère equation. The second Chern–Ricci curvature, however, does support the subbundle

decreasing property:

Proposition 10.3.1. Let (X,ω) be a Hermitian manifold. Let f : Y ↪→ X be an embedded

complex submanifold. Then

cRic
(2)
f∗ω ≤ cRic(2)

ω .

Proof. Since the curvature of the Chern connection satisfies the subbundle decreasing

property, and the trace commutes with restriction, the result is immediate. �

Example 10.3.2. A Stein manifold supports a Hermitian metric (induced by the ambient

Euclidean metric) of non-positive second Chern–Ricci curvature.

Remark 10.3.3. In general, the first and second Chern–Ricci curvatures are not comparable.

For instance, the standard metric on the Hopf manifold S2n−1 × S1 has cRic
(1)
ω0 ≥ 0 and

cRic
(2)
ω0 > 0.

Question 10.3.4. Is there an example of a compact Hermitian manifold such that the first

Chern–Ricci curvature does not satisfy the subbundle decreasing property?
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Of course, the second Ricci curvature can be defined for any complex-linear connection on

a Hermitian vector bundle (E, h) → X. If we consider the Hermitian complex-analytic

connection on (E, h) with curvature form Θ(E,h), the second Ricci curvature is defined by

trωΘ(E,h). From [325, Theorem 3.7], we have:

Theorem 10.3.5. (Yang). Let (E, h)→ X be a Hermitian vector bundle with quasi-positive

second Ricci curvature. Let L→ X be a pseudo-effective line bundle. Then

H0(X,E∗ ⊗ L∗) = 0.

Theorem 10.3.6. (Yang). Let (E, h) → X be a Hermitian vector bundle over a compact

complex manifold X. Suppose there is a smooth Hermitian metric ω on X such that trωΘ(E,h)

is quasi-positive. Then

(i) any invertible subsheaf L of OX(⊗kE∗), for k ≥ 1, is not pseudo-effective.

(ii) det(E∗) is not pseudo-effective.

Remark 10.3.7. The key point in the above theorem is that the line bundle L in statement

(i) is only required to be a subsheaf, not a subbundle. In the case that it is a subbundle, this

result was shown by Campana–Demailly–Paun [75].

Before proving the main theorem (due to Yang) concerning the second Chern–Ricci curvature,

we mention the following result of Boucksom–Demailly–Paun–Peternell [43]:

Theorem 10.3.8. (BDPP). Let X be a projective manifold such that KX is not pseudo-

effective. Then X is uniruled.

The above theorem has a number of important consequences. For instance, we have:

Corollary 10.3.9. LetX be a projective Kobayashi hyperbolic manifold. Then the canonical

bundle KX is pseudo-effective.

We will consider a number of more general statements relating the hyperbolicity of a complex

manifold to the positivity of the canonical bundle in Chapter 3. For the moment, we state

one of the main structure theorems for the second Chern–Ricci curvature:

Theorem 10.3.10. (Yang). Let X be a compact Kähler manifold. Suppose X admits a

Hermitian metric with quasi-positive second Chern–Ricci curvature. Then X is projective

and rationally connected; in particular, X is simply connected.

Proof. From 10.3.5, taking E = T 1,0X, we see that H0(X, (Ω1,0
X )⊗k) = 0. Since, for

1 ≤ p ≤ dimC(X), the pth exterior power Λp(Ω1,0
X ) is a sum of (Ω1,0

X )⊗k for suitably large k,

we have

Hp,0

∂̄
(X) ' H0(X,Ωp

X) = 0.
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In particular, h2,0(X) = 0 and by Kodaira’s projectivity criterion, X is projective. To show

that X is rationally connected, we observe that statement (ii) of 10.3.6 implies that KX is

not pseudo-effective. Hence, by 10.3.8, X is uniruled. Let ϕ : X 99K Z denote the MRC

fibration. By resolving the singularities if necessary, we may assume that Z is smooth and ϕ

is a proper morphism. There are two cases: (i) Z is a point, or (ii) Z is a positive-dimensional

variety which is not uniruled. Proceed by contradiction and suppose that X is not rationally

connected. Then Z is a positive-dimensional variety which is not uniruled. Hence, by 10.3.8,

the canonical bundle KZ is pseudo-effective. Since KZ is a direct summand of the vector

bundle (Ω1,0
Z )⊗k for some large k, and OZ((Ω1,0

Z )⊗k) is a subsheaf of OX(Ω1,0
X )⊗k), we see that

KZ is a pseudo-effective invertible subsheaf of OX((Ω1,0
X )⊗k). This contradicts statement (i)

in 10.3.6. �

Corollary 10.3.11. Let X be a compact Kähler manifold. If X supports a Hermitian

metric with quasi-positive first Chern–Ricci curvature, then X is projective and rationally

connected; in particular, X is simply connected.

Proof. Let ω be a Hermitian metric with quasi-positive first Chern–Ricci curvature.

By Yau’s theorem [329], there is a Kähler metric ω̃ such that Ricω̃ = cRic
(1)
ω . Since the

Chern–Ricci curvatures of a Kähler metric all coincide, the result follows. �

10.4. The Gauduchon Ricci Curvatures of a Hermitian Metric

Notation 10.4.1. Building from [209, p. 17], we introduce the following notation:

T♦
ij

:= gpqgk`T
k
ipT

`
jq, T ◦

ij
:= gpqgsrgkjgi`T

k
spT

`
rq, T♥

i`
:= gprgkrT

`
iqT

k
qr.

In particular, if gij = δij , then

T♦
ij

= T kiqT
k
jq, T ◦

ij
= T jspT

i
sp, T♥

ij
= T jiqT

k
qk.

Note that T ◦
ij

= (T ◦ T )ij in the notation of [209].

Lemma 10.4.2. ([209, Lemma 3.4]). Let (X,ωg) be a Hermitian manifold. For any point

p ∈ X, there are local holomorphic coordinates (z1, ..., zn) centered at p, such that

gij(p) = δij and Γkij(p) = 0.

In particular, at p, we have

Γk
ji

(p) =
∂gik
∂zj

(p) = −
∂gij
∂zk

(p).

For the remaining Chern–Ricci curvatures, we have the following [209, Theorem 4.1]:
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Proposition 10.4.3. Let (X,ω) be a Hermitian manifold. The Chern–Ricci curvatures are

related by:

cRic(2)
ω = cRic(1)

ω −
√
−1Λ(∂∂̄ω)− (∂∂∗ω + ∂̄∂̄∗ω) + cT♦,

cRic(3)
ω = cRic(1)

ω − ∂∂∗ω,
cRic(4)

ω = cRic(1)
ω − ∂̄∂̄∗ω,

where cT♦ is the (1, 1)–form with components T♦
ij

:= gpqgk`
cT kip

cT `jq.

Proof. We fix a point x0 ∈ X and work in the coordinates of 10.4.2. Then

cRic
(1)

ij
= −

∑
p

∂2gpp
∂zi∂z̄j

+
1

4
cT♦
ij
,

cRic
(2)

ij
= −

∑
p

∂2gij
∂zp∂z̄p

+
1

4
cT♦
ij
,

cRic
(3)

ij
= −

∑
p

∂2gpj
∂zi∂z̄p

− 1

4
cT♦
ij

cRic
(4)

ij
= −

∑
p

∂2gip
∂zp∂zj

− 1

4
cT♦
ij
.

Moreover, we have

(∂∂∗ω)ij =
∑
p

(
∂2gpj
∂zi∂z̄p

− ∂2gpp
∂zi∂z̄j

)
+

1

2
cT♦
ij
,

(∂̄∂̄∗ω)ij =
∑
p

(
∂2gip
∂zp∂z̄j

− ∂2gpp
∂zi∂z̄j

)
+

1

2
cT♦
ij
.

We immediately see the relationship between the first Chern–Ricci curvature and the third

and fourth Chern–Ricci curvatures. To prove the relationship between the first and second

Chern–Ricci curvature, we note that a straightforward calculation gives

Λ(∂∂̄ω)ij =
∑
p

(
∂2gij
∂zp∂z̄p

+
∂2gpp
∂zi∂z̄j

− ∂2gip
∂zp∂z̄j

−
∂2gpj
∂zi∂z̄p

)
.

Combining these expressions, we deduce the relationship between the first and second Chern–

Ricci curvatures. �

Since ∂∗ω = ∂̄∗ω = 0 if ω is balanced, we see that
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Corollary 10.4.4. Let (X,ω) be a balanced manifold. Then the Chern–Ricci curvatures

are related by

cRic(2)
ω = cRic(1)

ω −
√
−1Λ(∂∂̄ω) + cT♦,

cRic(3)
ω = cRic(4)

ω = cRic(1)
ω .

By taking various traces of the curvature formula for the Gauduchon connection, we have:

Corollary 10.4.5. Let (X,ω) be a Hermitian manifold. In any unitary frame, the Gaudu-

chon Ricci curvatures are given by

tRic(1)
ω = tcRic(1)

ω +
(1− t)

2

(
cRic(3)

ω + cRic(4)
ω

)
tRic(2)

ω = tcRic(2)
ω +

(1− t)
2

(
cRic(3)

ω + cRic(4)
ω

)
+
√
−1

(1− t)2

4

∑
i,r

(
cT rik

cT ri` −
cT `ir

cT kir

)
ek ∧ e`

tRic(3)
ω = tcRic(3)

ω +
(1− t)

2

(
cRic(1)

ω + cRic(2)
ω

)
+
√
−1

(1− t)2

4

∑
k,r

(
cT rik

cT rk` −
cT `ir

cT kkr

)
ei ∧ e`

tRic(4)
ω = tcRic(4)

ω +
(1− t)

2

(
cRic(1)

ω + cRic(2)
ω

)
+
√
−1

(1− t)2

4

∑
i,r

(
cT rik

cT rji −
cT iir

cT kjr

)
ek ∧ ej .

To simplify these expressions, we introduce the following:

Notation 10.4.6. Building from [209, p. 17], we define the following (1, 1)-forms:

cT♦ :=
√
−1cT kiq

cT kjqe
i∧ej , cT ◦ :=

√
−1cT jsp

cT ispe
i∧ej , cT♥ :=

√
−1cT jiq

cT kkqe
i∧ej ,

where {ei}ni=1 is a unitary frame, {ei}ni=1 the corresponding dual coframe, and cT kij :=

g(cT (ei, ej), ek) are the components of the Chern torsion in this frame. We note that cT♦

and cT ◦ are real (1, 1)–forms.

Recall from [209], we know that cRic
(3)
ω = cRic

(1)
ω − ∂∂∗ω and cRic

(4)
ω = cRic

(1)
ω − ∂̄∂̄∗ω. We

may therefore write the Ricci curvatures in the following form:

Corollary 10.4.7. Let (X,ω) be a Hermitian manifold. The Gauduchon–Ricci curvatures

are given by

tRic(1)
ω = cRic(1)

ω +
(t− 1)

2
(∂∂∗ω + ∂̄∂̄∗ω),

tRic(2)
ω = tcRic(2)

ω + (1− t)cRic(1)
ω +

(t− 1)

2
(∂∂∗ω + ∂̄∂̄∗ω) +

(1− t)2

4

(
cT♦ − cT ◦

)
,

tRic(3)
ω = tcRic(3)

ω +
(1− t)

2

(
cRic(1)

ω + cRic(2)
ω

)
− (1− t)2

4

(
cT♦ + cT♥

)
,

tRic(4)
ω = tcRic(4)

ω +
(1− t)

2

(
cRic(1)

ω + cRic(2)
ω

)
− (1− t)2

4

(
cT♦ + cT♥

)
.
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Corollary 10.4.8. Let (X,ω) be a compact Hermitian manifold. If tRic
(1)
ω > 0 or tRic

(1)
ω < 0

for some t ∈ R, then X is in the Fujiki class C if and only if X is Kähler.

Proof. Corollary 10.4.5 shows that for all t ∈ R, the first Gauduchon–Ricci curvature

is ∂∂̄–closed. Hence, if tRic
(1)
ω is definite, we can produce a pluriclosed metric by setting

ωt := tRic
(1)
ω or ωt := −tRic

(1)
ω , depending on the sign of tRic

(1)
ω . By a theorem of Chiose

[100], a compact complex manifold in the Fujiki class C admits a pluriclosed metric if and

only if it is Kähler. �

Corollary 10.4.9. Let (X,ω) be a Hermitian manifold. The Bismut–Ricci curvatures are

related by

bRic(1)
ω = cRic(1)

ω − (∂∂∗ω + ∂̄∂̄∗ω),

bRic(2)
ω = bRic(1)

ω + (∂∂∗ω + ∂̄∂̄∗ω) +
√
−1Λ(∂∂̄ω)− cT ◦,

bRic(3)
ω = bRic(1)

ω + ∂∂∗ω −
√
−1Λ(∂∂̄ω) + cT♥

bRic(4)
ω = bRic(1)

ω + ∂̄∂̄∗ω −
√
−1Λ(∂∂̄ω) + cT♥.

Corollary 10.4.10. Let (X,ω) be a balanced manifold. The Bismut–Ricci curvatures afford

the relations

bRic(1)
ω = cRic(1)

ω

bRic(2)
ω = bRic(1)

ω +
√
−1Λ(∂∂̄ω)− cT ◦

bRic(3)
ω = bRic(4)

ω = bRic(1)
ω −

√
−1Λ(∂∂̄ω).

From the positive-definiteness of cT ◦, we have the following immediate corollary:

Corollary 10.4.11. Let (X,ω) be a balanced manifold.

(i) bRic
(2)
ω ≤ bRic

(1)
ω +

√
−1Λ(∂∂̄ω) with equality if and only if ω is Kähler.

(ii) bRic
(3)
ω = bRic

(1)
ω or bRic

(4)
ω = bRic

(1)
ω if and only if ω is Kähler.

Corollary 10.4.12. Let (X,ω) be a compact balanced manifold. Then the Gauduchon–Ricci

curvatures are given by

tRic(1)
ω = cRic(1)

ω ,

tRic(2)
ω = tcRic(2)

ω + (1− t)cRic(1)
ω +

(1− t)2

4

(
cT♦ − cT ◦

)
,

tRic(3)
ω = tcRic(3)

ω +
(1− t)2

4

(
cRic(1)

ω + cRic(2)
ω

)
− (1− t)2

4
cT♦,

tRic(4)
ω = tcRic(4)

ω +
(1− t)

2

(
cRic(1)

ω + cRic(2)
ω

)
− (1− t)2

4
cT♦.
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Proof. It suffices to show that if ω is balanced, then ∂∂∗ω + ∂̄∂̄∗ω = 0 and cT♥ = 0.

The first assertion is well-known (see, e.g., [89, Lemma 2.3]). For the latter claim, we see

that if the metric is balanced, then

cT♥
kk
λ2
k =

∑
p,q,k

cT kkq
cT pqpλ

2
k =

∑
q,k

λ2
k
cT kkq

(∑
p

cT pqp

)
= 0.

�

Recall that for a Hermitian line bundle (L, h) → X over a complex manifold X, the first

Bott–Chern class cBC
1 (L) ∈ H1,1

BC(X) and first Aeppli–Chern class cAC
1 (L) ∈ H1,1

A (X) are

represented by the curvature form Θ(L,h) =
√
−1∂∂̄ log(h). This definition is well-defined,

independent of the specific choice of Hermitian metric. Indeed, if h̃ is another Hermitian

metric on L→ X, then the difference of the curvature forms Θ(L,h̃)−Θ(L,h) =
√
−1

2π ∂∂̄ log
(
h̃
h

)
is globally ∂∂̄–exact.

Remark 10.4.13. Liu–Yang [209] defined the first Aeppli Chern class as the cohomology

class represented by the first Lichnerowicz Ricci curvature. The above result indicates that

the choice of t = 0 is unnecessary; the first Gauduchon–Ricci curvature tRic
(1)
ω represents the

same cohomology class.

From 10.4.5, we observe that the results in [209] can be generalized substantially. For

instance, we have the following extension of [209, Theorem 3.14]:

Proposition 10.4.14. Let (X,ω) be a Hermitian manifold. The first Gauduchon–Ricci form
tRic

(1)
ω represents cAC

1 (K−1
X ) ∈ H1,1

A (X) for all t ∈ R. Moreover,

(i) tRic
(1)
ω is d–closed if and only if ∂∂̄∂̄∗ω = 0.

(ii) If ∂̄∂∗ω, then tRic
(1)
ω represents the c1(K−1

X ) ∈ H2
DR(X,R), i.e., c1(K−1

X ) = cAC
1 (K−1

X ).

(iii) If ω is conformally balanced, then tRic
(1)
ω represents c1(K−1

X ) ∈ H1,1

∂̄
(X) and also

the first Bott–Chern class cBC
1 (K−1

X ) ∈ H1,1
BC(X).

(iv) tRic
(1)
ω = sRic

(1)
ω for t 6= s if and only if ω is balanced.

Proof. Since cRic
(1)
ω = −

√
−1∂∂̄ log(ωn), we see that

d(tRic(1)
ω ) =

(t− 1)

2

(
∂̄∂∂∗ω + ∂∂̄∂̄∗ω

)
.

Decomposing the equation d
(
tRic

(1)
ω

)
into parts, proves (i). For statement (ii), if ∂̄∂∗ω = 0,

then
tRic(1)

ω = cRic(1)
ω +

(t− 1)

2
dd∗ω.

Therefore,
[
tRic

(1)
ω

]
=
[
cRic

(1)
ω

]
in H2

DR(X,R).
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Assume that ω is conformally balanced, i.e., there is a smooth function u such that ωu := euω

is balanced. The Christoffel symbols Γu of ωu are given in any local frame by

(Γu)k
ij

=
1

2
e−ugk`

(
∂

∂z̄i
(eugj`)−

∂

∂z̄`
(eugji)

)
= Γk

ij
+

1

2

(
δjkui − g

k`gjiu`

)
.

Therefore,

(Γu)k
ik

= Γk
ik

+
n− 1

2
ui,

and hence, ∂̄∗uωu = ∂̄∗ω +
√
−1(n− 1)∂u. Differentiating this expression gives

∂̄∂̄∗uωu = ∂̄∂̄∗ω − (n− 1)
√
−1∂∂̄u, ∂∂̄∗uωu = ∂∂̄∗ω.

Since ωu is balanced, ∂̄∗uωu = 0, and we have

∂∂∗ω + ∂̄∂̄∗ω = 2(n− 1)
√
−1∂∂̄u.

In particular, tRic
(1)
ω = cRic

(1)
ω − (n− 1)

√
−1∂∂̄u, which proves (iii).

If tRic
(1)
ω = sRic

(1)
ω , then

(t− 1)

2
(∂∂∗ω + ∂̄∂̄∗ω) =

(s− 1)

2
(∂∂∗ω + ∂̄∂̄∗ω).

Since s 6= t, we have ∂∂∗ω = 0 and ∂̄∂̄∗ω = 0. Hence, ω is balanced. �

An immediate consequence of the definition is that

cBC
1 (L) = 0 =⇒ c1(L) = 0 =⇒ cAC

1 (L) = 0.

If X supports the ∂∂̄–lemma, then the converse implications hold:

Proposition 10.4.15. Let L → X be a holomorphic line bundle over a complex manifold

X. If the ∂∂̄–lemma holds on X, then

cBC
1 (L) = 0 ⇐⇒ c1(L) = 0 ⇐⇒ cAC

1 (L) = 0.

Proof. Suppose cAC
1 (L) = 0. It suffices to show that cBC

1 (L) = 0. Then there is a

Hermitian metric h on L such that Θ(L,h) = ∂α+ ∂β, where α, β ∈ Ω0,1
X . Differentiating this

equation, ∂α is ∂̄–closed and ∂β is ∂–closed. Since the ∂∂̄–lemma holds, we can find smooth

functions u and v such that ∂α = ∂∂̄u and ∂β = ∂∂̄v. Then Θ(L,h) = ∂∂̄(u− v), proving the

claim. �

Example 10.4.16. Let X = S3 × S1 be the Hopf surface. From the Kunneth formula, the

second Betti number b2(X) = 0, and therefore, c1(L) = cAC
1 (L) = 0 for any holomorphic line

bundle L→ X. We claim that cBC
1 (K−1

X ) 6= 0. Let ω0 be the Boothby metric

ω0 :=
√
−1

δij
|z|2

dzi ∧ dzj
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on the Hopf surface S3 × S1. The first Chern–Ricci curvature is easily computed to be

cRic(1)
ω0

=
1

|z|2

(
δij −

zizj
|z|2

)√
−1dzi ∧ dzj .

By the Cauchy–Schwarz inequality, cRic
(1)
ω0 ≥ 0. This implies cBC

1 (K−1
X ) 6= 0. Indeed, if

cBC
1 (K−1

X ) = 0, then there exists a function u such that cRic
(1)
ω0 =

√
−1∂∂̄u ≥ 0. However,

this would force u to be constant, which is an obvious contradiction. These observations were

made by Tosatti in [295, Example 3.3].

Example 10.4.17. ([295, Example 3.5]). Another example of this type is given by the

hypothetical complex structure on the six-sphere S6. Since b2(S6) = 0, it is clear that c1(L) =

cAC
1 (L) = 0 for any holomorphic line bundle on S6. On the other hand, if cBC

1 (KX) = 0, then

KX is holomorphically torsion. Since H1(S6,Z) = H3(S6,Z) = 0, the exponential sequence

implies that Pic(S6) ' H1(S6,OS6). Therefore, KX is holomorphically trivial, and there is a

non-vanishing holomorphic 3–form α on S6. It is clear that α is d–closed and therefore must

be d–exact. Writing α = dβ, we see that

0 < (
√
−1)9

∫
S6

α ∧ α = (
√
−1)9

∫
S6

d(β ∧ dβ) = 0,

an obvious contradiction.

Remark 10.4.18. From 10.4.15, we deduce that the Hopf surface S3 × S1 and any hypo-

thetical complex structure on S6 does not support the ∂∂̄–lemma.

Liu–Yang [209] constructed first Lichnerowicz–Ricci-flat metrics on the Hopf manifolds S2n−1×
S1. We extend their construction, showing that the Hopf manifolds support first Gauduchon–

Ricci-flat metrics for all t ∈ R\{1}. Before stating the result, we recall that the universal

cover of the Hopf manifold S2n−1 × S1 is Cn\{0}. In particular, the Euclidean metric on

Cn\{0} induces a metric on S2n−1× S1 which we refer to as the standard metric (or Boothby

metric). In local coordinates (z1, ..., zn), the standard metric is given by

ω0 := 4
√
−1
∑
k

dzk ∧ dzk
|z|2

.

Theorem 10.4.19. Let (X,ω0) be the Hopf manifold X = S2n−1 × S1 endowed with the

standard metric ω0. The (1, 1)–form

ω := ω0 +
4t(1− n)− 4)

n
lRic(1)

ω

is a solution of the equation

tRic(1)
ω = 0, for all t ∈ R\{1}.

Moreover, for all t < 1, the (1, 1)–form ω is positive-definite and thus defines a first Gauduchon–

Ricci-flat metric.
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Proof. Let ω0 denote the standard metric on the Hopf manifold S2n−1 × S1. Following

[209, Section 6.1], we set

ωλ := ω0 + 4λlRic(1)
ω0
,

for some λ > −1. Introduce the notation α :=
√
−1∂∂̄ log |z|2. From [209, p. 31], we know

that cRic
(1)
ωλ = nα and ∂∂∗λωλ + ∂̄∂̄∗λωλ = 2(n−1)

1+λ α. Hence,

tRic(1)
ωλ

= cRic(1)
ωλ

+
(t− 1)

2

(
∂∂∗λωλ + ∂̄∂̄∗λωλ

)
= nα+

(t− 1)

2

2(n− 1)

1 + λ
α =

n(1 + λ) + (t− 1)(n− 1)

1 + λ
α.

The coefficient of α vanishes for λ = t(1−n)−1
n . The inequality λ > −1 (which ensures ωλ is

positive-definite) translates to t < 1. �

Remark 10.4.20. Observe that since cBC
1 (K−1

X ) 6= 0 for X = S2n−1 × S1, there are no first

Chern–Ricci-flat metrics on X.

To the author’s knowledge, there is no known obstruction to the existence of first t–Gauduchon

Ricci-flat metric metrics for t > 1. Hence, it is natural to ask:

Question 10.4.21. Do there exist first t–Gauduchon–Ricci-flat metrics on S2n−1 × S1 for

t > 1?

Recently, Correa [102] extended the Liu–Yang construction to a much more general class of

manifolds. We will extend Correa’s results to the entire Gauduchon line. We first remind

the reader of some terminology:

Definition 10.4.22. Let (Q, ηQ) be a Riemannian manifold. We say that (Q, ηQ) is Sasakian

if the metric cone (C(Q), ηC(Q)), where C(Q) := Q × R+ and ηC(Q) := r2ηQ + dr ⊗ dr, is a

Kähler cone. A Sasaki morphism is an isometric immersion (Q1, ηQ1) → (Q2, ηQ2) such that

the induced map on the cones C(Q1)→ C(Q2) is holomorphic. A Sasaki automorphism is an

invertible Sasaki morphism ϕ : (Q, ηQ)→ (Q, ηQ) with ϕ−1 a Sasaki morphism.

In the above definition, r is the coordinate on the positive real line R+ := (0,∞). Sasaki

manifolds are the odd-dimensional cousins of Kähler manifolds (analogous to the relationship

between contact and symplectic manifolds or CR and complex manifolds). An excellent

concise account of Sasaki manifolds is given in [237, § 6.4], some of which we borrow here.

Example 10.4.23. For n ∈ N, the sphere S2n−1 supports a number of Sasaki structures.

Indeed, the cone C(S2n−1) = Cn − {0}. More generally, Blair [32] showed that totally

umbilical, oriented real hypersurfaces in Kähler manifolds support a Sasaki structure. For

instance, S2 × S3, viewed as the unit tangent bundle of S3 is a Sasaki manifold. Further

examples are discussed in [47].
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Definition 10.4.24. Let (Q, ηQ) be a Sasaki manifold. We say that (Q, ηQ) is Sasaki–Einstein

if RicηQ = ληQ, for some constant λ ∈ R.

Theorem 10.4.25. Let (Q, ηQ) be a Sasaki manifold of (real) dimension 2n+1. The following

are equivalent:

(i) (Q, ηQ) is Sasaki–Einstein with RicηQ = 2nηQ;

(ii) The cone (C(Q), ηC(Q)) is Ricci-flat Kähler.

Remark 10.4.26. By the results of [46, 182], every Sasaki manifold of (real) dimension 3

is Sasaki–Einstein.

Example 10.4.27. Let Q = S2n−1 and take the Sasaki automorphism to be the identity

map Φ = id. Then we recover the Hopf manifold ΣΦ,κ(Q) = S1 × S2n−1, for any κ > 0.

Let us now give prove the existence of first t–Gauduchon Ricci-flat metrics on certain Sasaki

manifolds, extending the results of Correa [102] (in the special case of the Lichnerowicz

connection):

Theorem 10.4.28. Let (Q, ηQ) be a compact Sasaki–Einstein manifold. Let Φ : (Q, ηQ) →
(Q, ηQ) be a Sasaki automorhism and κ > 0 a positive constant. For any t ∈ (−∞, 1), the

suspension ΣΦ,κ(Q) admits a Hermitian metric ω such that

tRic(1)
ω = 0.

In particular, ΣΦ,κ(Q) admits first Bimsut Ricci-flat metrics, first Hermitian conformal Ricci-

flat metrics, and first Lichnerowicz Ricci-flat metrics.

Proof. Let (Q, ηQ) be a compact Sasaki–Einstein manifold with Sasaki automorphism

Φ and positive constant κ. The map ϕ := log(r) defines a diffeomorphism C(Q) ' Q×R, and

the metric ηC(Q) on C(Q) can be written as ηC(Q) = e2ϕ(ηQ + dϕ⊗ dϕ). Let ΓΦ,κ be the cyclic

group generated by (x, ϕ) 7→ (Φ(x), ϕ + log(κ)). Endow C(Q) with the Hermitian structure

(e−2ϕηC(Q), J). The group ΓΦ,κ acts on (C(Q), e−2ϕηC(Q), J) by holomorphic isometries. Hence,

the quotient ΣΦ,κ(Q) := C(Q)/ΓΦ,κ is furnished with a Hermitian structure. From [?], the

Hermitian structure on ΣΦ,κ(Q) is Vaisman (i.e., the Lee form ϑ is parallel with respect to

the Levi-Civita connection). From 10.4.29, we can write

tRic(1)
ω = α+

t(1− n)− 1

2
d(Jϑ),

where α is a representative of 2πc1(K−1
X ). Let p : C(Q) → ΣΦ,κ(Q) denote the projection

map. Since ω is locally written as ω = e−2ϕωRFK, where ωRFK is the Ricci-flat Kähler metric

on C(Q), we see that p∗α = cRic(ωRFK) = 0. Hence, tRic
(1)
ω = t(1−n)−1

2 d(Jϑ), and for λ > −1,

we set ωλ := ω − λd(Jϑ). We observe that ωnλ = (1 + λ)n−1ωn, and hence,

cRic(1)
ωλ

= cRic(1)
ω = −n

2
d(Jϑ).
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Further, since ∂∂∗ωλ + ∂̄∂̄∗ωλ = −n−1
1+λd(Jϑ), we see that

tRic(1)
ωλ

= cRic(1)
ωλ

+
(t− 1)

2
(∂∂∗ωλ + ∂̄∂̄∗ωλ)

= −n
2
d(Jϑ)− (t− 1)

2

n− 1

1 + λ
d(Jϑ)

=

(
−n(1 + λ) + (1− t)(n− 1)

2(1 + λ)

)
d(Jϑ).

Setting λ = t(1−n)−1
n , we see that tRic

(1)
ωλ = 0. Note that since λ > −1, we see that t < 1. �

From the above theorem, we see that a large number of examples of first t–Gauduchon

Ricci-flat metrics can be produced by producing examples of Sasaki–Einstein manifolds.

The following result was established by Correa [102, Lemma 3.1] in the special case of the

first Lichnerowicz Ricci curvature:

Proposition 10.4.29. Let (X,ω) be a compact locally conformally Kähler manifold. Then

tRic(1)
ω = α+

t(1− n)− 1

2
d(Jϑ),

where α is a representative of 2πc1(K−1
X ), the underlying complex structure is denoted by J ,

and ϑ denotes the Lee form. In particular, on a compact locally conformally Kähler manifold,

if tRic
(1)
ω = 0 then c1(KX) = 0 in H2

DR(X,R).

Proof. Write ω = efω0 on a suitably small open set U ⊂ X, where ω0 is a Kähler metric

defined on U and f : U→ R is smooth. From the proof of [102, Lemma 3.1], we know that

the first Chern Ricci curvature is locally written as cRic
(1)
ω = −1

2dd
c log(ωn0 ) − n

2d(Jϑ), and

moreover, ∂∂∗ω + ∂̄∂̄∗ω = −(n − 1)d(Jϑ). Hence, the first t–Gauduchon Ricci curvature is

locally given by

tRic(1)
ω = −1

2
ddc log(ωn0 )− n

2
d(Jϑ)− (t− 1)

2
(n− 1)d(Jϑ)

= −1

2
ddc log(ωn0 ) +

t(1− n)− 1

2
d(Jϑ).

The local expressions −1
2dd

c log(ωn0 ) glue together to define a representative α of 2πc1(K−1
X )

in H2
DR(X,R). Hence, tRic

(1)
ω represents 2πc1(K−1

X ). �

The above result yields an obstruction to the existence of a locally conformally Kähler struc-

ture. It is well-known that obstructions to locally conformally Kähler structures are few and

far between. In more detail, we have:

Corollary 10.4.30. Let (X,ω) be a compact Hermitian manifold with tRic
(1)
ω = 0 for some

t ∈ R. If c1(KX) 6= 0 in H2
DR(X,R), then X is not locally conformally Kähler.
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Remark 10.4.31. One cannot relax the assumption of the above corollary to the vanishing

of the first Aeppli Chern class cAC
1 = 0 in H1,1

A (X). Indeed, it was shown by He–Liu–Yang

[161] that a compact complex surface with lRic
(1)
ω = 0 is minimal and is one of the following:

an Enriques surface, a bi-elliptic surface, a K3 surface, a torus, or a Hopf surface. This result

should be compared with Tosatti’s result [295] compact complex surfaces with cRic
(1)
ω = 0.

Indeed, in this case, X is minimal and is one of the following: an Enriques surface, a bi-

elliptic surface, a K3 surface, a torus, or a Kodaira surface. In particular, a Kodaira surface

admits a first Chern Ricci-flat metric and satisfies cBC
1 (KX) = 0 (and hence, c1(KX) = 0 and

cAC
1 (KX) = 0), but does not support a first Lichnerowicz Ricci-flat metric.

10.5. The Gauduchon Scalar Curvatures of a Hermitian Metric

Definition 10.5.1. Let (X,ω) be a Hermitian manifold. The Gauduchon scalar curvature
tScalω and Gauduchon altered scalar curvature tS̃calω are defined by

tScalω := trω

(
tRic(1)

ω

)
= trω

(
tRic(2)

ω

)
, tS̃calω := trω

(
tRic(3)

ω

)
= trω

(
tRic(4)

ω

)
.

Immediate from [89, Proposition 3.2] is the following corollary:

Corollary 10.5.2. Let (X,ω) be a compact locally conformally Kähler manifold. The first

t–Gauduchon–Ricci curvature is given by

tRic(1)
ω =

t(n− 1) + 1

n
cRic(1)

ω +
(t− 1)(1− n)

n
cRic(2)

ω +
(t− 1)

n

(
cScalω − cS̃calω

)
ω.

In particular,

bRic(1)
ω =

(2− n)

n
cRic(1)

ω +
2(n− 1)

n
cRic(2)

ω −
2

n

(
cScalω − cS̃calω

)
ω,

1
1−nRic(1)

ω = cRic(2)
ω +

1

1− n

(
cScalω − cS̃calω

)
ω.

Corollary 10.5.3. Let (X,ω) be a compact locally conformally Kähler surface. Then

bRic(1)
ω = cRic(2)

ω +
(
cS̃calω − cScalω

)
ω.

Hence,

(i) if bRic
(1)
ω = cRic

(2)
ω , the metric is Kähler;

(ii) if cRic
(2)
ω = 0, the metric has pointwise constant first Bismut–Ricci curvature, with

the (pointwise) Einstein constant cS̃calω − cScalω;

(iii) if bRic
(1)
ω = 0, the metric has pointwise constant second Chern–Ricci curvature, with

the (pointwise) Einstein constant cScalω − cS̃calω.

The following result is well-known, going back to Gauduchon [138]:
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Theorem 10.5.4. Let (X,ω) be a Hermitian manifold. Let τ denote the (Chern) torsion

(1, 0)–form. The Chern scalar curvatures are related by

cScalω − cS̃calω = d∗τ + |τ |2.

In particular, cScalω = cS̃calω if and only if ω is balanced.

Question 10.5.5. Does d∗τ = 0 imply τ = 0 if the manifold is compact?

Question 10.5.6. Are there examples of Hermitian metrics (on compact complex manifolds)

where cScalω >
cS̃calω or cScalω <

cS̃calω at every point?

Theorem 10.5.7. Let (X,ω) be a compact Hermitian manifold with cScalω > 0. Then the

Kodaira dimension κ = −∞.

Proof. Let σ ∈ H0(X,KX) be a holomorphic section of the canonical bundle KX . The

Bochner formula tells us that

∆ω|σ|2 = |∇σ|2 + cScalω|σ|2.

Hence, if cScalω > 0, there are no holomorphic sections of KX . �

Proposition 10.5.8. Let (X,ω) be a Hermitian manifold. If ω is both balanced and pluri-

closed, then ω is Kähler.

Proof. If ω is balanced, then 10.4.4 tells us that if ω is, in addition, pluriclosed, then

cRic(2)
ω = cRic(1)

ω + cT♦.

The trace of this expression gives

cScalω = cScalω + |cT |2.

Hence, cT = 0 and the metric is Kähler. �
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CHAPTER 11

The Holomorphic Bisectional Curvature and its Variants

In contrast with the Riemannian setting, the sectional curvature of a Hermitian metric is not

the most natural curvature constraint. Goldberg–Kobayashi [142] introduced the replace-

ment:

Definition 11.0.1. Let (X,ω) be a Hermitian manifold. The Gauduchon holomorphic bi-

sectional curvature is defined by

tHBCω(u, v) :=
tR(u, u, v, v)

|u|2ω|v|2ω
,

where u, v ∈ T 1,0X.

Before stating the formula for the Gauduchon holomorphic bisectional curvature, let us in-

troduce the following:

Definition 11.0.2. Let (X,ω) be a Hermitian manifold. We define the Gauduchon altered

holomorphic bisectional curvature

tH̃BCω(u, v) :=
1

|u|2|v|2
tR(u, v, v, u),

where u, v ∈ T 1,0X.

Remark 11.0.3. In [63], the first named author, together with Kai Tang, used the notation

H̃BCω to refer to cR(u, u, v, v) + cR(v, v, u, u), which was called the altered holomorphic

bisectional curvature. We believe that both the choice of notation and terminology for
cR(u, u, v, v) + cR(v, v, u, u) should be abandoned. Indeed, we contend that the term altered

should refer only to variants of the curvature which have entries repeated entries occurring

in the second+third entries, or first + fourth entries. For instance, the third and fourth

Ricci curvatures: Ric(3)(·, ·) =
∑

k R(·, ēk, ek, ·) and Ric(4)(·, ·) =
∑

k R(ek, ·, ·, ēk) would be

considered ‘altered Ricci curvatures’. The trace of these ‘altered Ricci curvatures’ yields

the ‘altered scalar curvatures’. Another instance is given by the ‘altered real bisectional

curvature’ [63], which is given by tR̃BCω(v) =
∑

α,γ
tRαγ̄γᾱvαvγ , where v ∈ Rn\{0} has unit

length. We will break this convention only in one instance (due to lack of a better name) –

the ‘altered holomorphic sectional curvature’ H̃SC, which we will discuss in great detail in

the next section.

189
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Example 11.0.4. The Euclidean metric on Cn has constant vanishing (Chern) holomorphic

bisectional curvature.

Example 11.0.5. Let ωFS denote the Fubini–Study metric on Pn. Then, at z = 0, we have

−
∂2gij
∂zk∂z̄k

= −∂
4 log(1 + |z|2)

∂zk∂z̄`∂zi∂z̄j

=
1

2

∂4|z|4

∂zk∂z̄`∂zi∂z̄j

=
∂3(|z|2zj)
∂zk∂z̄`∂zi

=
∂2(zjz`)

∂zk∂zi
= (δijδk` + δi`δkj).

Since the isometry group of ωFS acts transitively on Pn, the above calculation holds at all

points. In particular, the (Chern) holomorphic bisectional curvature of the Fubini–Study

metric is pinched

1 ≤ cHBCωFS ≤ 2.

Example 11.0.6. A similar computation shows that the Bergman metric ωB on Bn has

pinched (Chern) holomorphic bisectional curvature

−2 ≤ cHBCωB ≤ −1.

Example 11.0.7. Let ω0 be the Boothby metric on the Hopf surface S3 × S1. Then the

components of the Chern curvature tensor are given by

Rijk` =
4δk`(δij |z|2 − zjzi)

|z|6
.

In particular, the Chern holomorphic bisectional curvature of the Boothby metric is non-

negative.

Remark 11.0.8. The terminology is justified by the fact that if ω is a Kähler metric, then,

via the (real) isomorphism of vector bundles

TRX 3 u0 7−→
1√
2

(u0 −
√
−1Ju0) ∈ T 1,0X,

we have

R(u, u, v, v) = −R(u0, Ju0, v0, Jv0)

= R(v0, u0, Ju0, Jv0) +R(Ju0, v0, u0, Jv0)

= R(v0, u0, u0, v0) +R(Ju0, v0, v0, Ju0).

In particular, the holomorphic bisectional curvature of a Kähler metric is a sum of two

sectional curvatures.
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11.1. The Holomorphic Bisectional Curvature and Ricci Curvatures

We now observe that the Ricci curvature is dominated by the bisectional curvature, which

follows from the following classical argument of Berger [24, 114]:

Proposition 11.1.1. Let (X,ω) be a compact Hermitian manifold of (complex) dimension

n. Then

2π

n|v|2
tRic(1)

ω (v, v) = −
∫
S2n−1

tHBCω([v], [w])dσ(w),

2π

n|v|2
tRic(2)

ω (w,w) = −
∫
S2n−1

tHBCω([v], [w])dσ(v),

where dσ is the Lebesgue measure on S2n−1 ⊂ T 1,0
x X for each x ∈ X and −

∫
:= (n−1)!

2πn

∫
S2n−1 .

Proof. Fix a point x ∈ X and write tRijk` for the components of the (1, 1)–part of the

t–Gauduchon curvature tensor in a local frame near x ∈ X. Then

−
∫
S2n−1

tHBCω([v], [w])dσ(w) =
1

|v|2
n∑

i,j,k,`=1

tRijk`vivj−
∫
S2n−1

wkw`dσ(w)

=
1

n|v|2
n∑

i,j,k,`=1

tRijk`vivjδ
`
k

=
1

n|v|2
n∑

i,j,k=1

tRijkkvivj =
2π

n|v|2
tRic(1)

ω (v, v).

The same argument with dσ(w) replaced by dσ(v) shows that tHBCω dominates tRic
(2)
ω . �

Corollary 11.1.2. Let (X,ω) be a compact Hermitian manifold. The t–Gauduchon bisec-

tional curvature dominates the first and second t–Gauduchon–Ricci curvatures. In particular,

if tHBCω > 0 or tHBCω < 0, then X supports a pluriclosed metric.

The Berger argument does not imply that tHBCω dominates tRic
(3)
ω or tRic

(4)
ω , hence it is

natural to ask the following:

Question 11.1.3. Let (X,ω) be a compact Hermitian manifold. Does the t–Gauduchon

bisectional curvature dominate the third and fourth t–Gauduchon–Ricci curvatures?

On the other hand, we have the analogous result for the t–Gauduchon altered bisectional

curvature:
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Proposition 11.1.4. Let (X,ω) be a compact Hermitian manifold of (complex) dimension

n. Then

2π

n|v|2
tRic(3)

ω (v, v) = −
∫
S2n−1

tH̃BCω([v], [w])dσ(w),

2π

n|v|2
tRic(4)

ω (w,w) = −
∫
S2n−1

tH̃BCω([v], [w])dσ(v),

where dσ is the Lebesgue measure on S2n−1 ⊂ T 1,0
x X for each x ∈ X.

Proof. In a similar manner to the proof of the previous result, we see that

−
∫
S2n−1

tH̃BCω([v], [w])dσ(w) =
1

|v|2
n∑

i,j,k,`=1

tRijk`viv`−
∫
S2n−1

wjwkdσ(w)

=
2π

n|v|2
n∑

i,j,k,`=1

tRikk`viv` =
2π

n|v|2
tRic(3)

ω (v, v).

With dσ(w) replaced by dσ(v), we see that tH̃BCω dominates tRic
(4)
ω . �

One of the key properties of the holomorphic bisectional curvature is the following subbundle

decreasing property, which follows from the positive semi-definiteness of the second funda-

mental form (9.5.1):

Proposition 11.1.5. Let f : Y ↪→ (X,ω) be a complex submanifold of a Hermitian manifold

(X,ω). Then

cHBCf∗ω ≤ cHBCω.

Question 11.1.6. Does the subbundle decreasing property hold for the t–Gauduchon holo-

morphic bisectional curvature?

Example 11.1.7. The subbundle decreasing property implies that every Stein manifold

admits a Kähler metric with non-positive holomorphic bisectional curvature HBCω ≤ 0. The

metric, of course, is the restriction of the Euclidean metric on the ambient Cn.

11.2. Algebraic Interpretation of the Holomorphic Bisectional Curvature

Remark 11.2.1. The holomorphic bisectional curvature supports an algebraic interpreta-

tion: Let (X,ω) be a Hermitian manifold. Denote by p : P(T 1,0X)→ X the projectivization

of its tangent bundle. Let OP(T 1,0X)(−1) denote the tautological bundle on P(T 1,0X). Then

ω induces a Hermitian metric e−ϕ on OP(T 1,0X)(−1) whose curvature
√
−1∂∂̄ϕ satisfies

√
−1∂∂̄ϕ = −p∗HBCω + ωFS,P(T 1,0X).
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In particular, if HBCω > 0, then the hyperplane bundle OP(T 1,0X)(1) over P(T 1,0X) is ample.

Hence, the holomorphic bisectional curvature controls the positivity of the tangent bundle1.

Remark 11.2.2. Wong [313] constructed examples of compact complex surfaces with ample

tangent bundle.

Question 11.2.3. Is the ampleness of the tangent bundle equivalent to the existence of a

Hermitian metric of positive (Chern) holomorphic bisectional curvature?

11.3. Negative Bisectional Curvature on Simply Connected Manifolds

Example 11.3.1. Mumford’s fake projective plane [226] is a compact Kähler surface with

b1 = 0 and a Kähler metric of negative holomorphic bisectional curvature. It was an old

question as to whether a compact simply connected Kähler manifold (of complex dimension ≥
2) could support a Kähler (or Hermitian) metric of negative (Chern) holomorphic bisectional

curvature. Recently, Mohsen [219, Corollary 2] constructed examples of simply connected

complete intersections with Kähler metrics of negative holomorphic bisectional curvature.

An important corollary of this is the following (c.f., [332, Question 35]):

Corollary 11.3.2. A simply connected Kähler manifold (X,ω) with HBCω < 0 need not be

a Stein manifold.

11.4. Distinction Between the Sectional and Bisectional Curvature

The following example due to Wong [313] illustrates the difference between the sectional

curvature and the holomorphic bisectional curvature:

Example 11.4.1. Let X be a compact quotient of B3. Since X admits a Kähler metric

of negative holomorphic bisectional curvature, Kodaira’s embedding theorem 18.6 gives an

embedding Φ : X −→ PN . Let H be a hyperplane in Pn such that Y := X ∩H is smooth.

By the subbundle decreasing property, Y supports a Kähler metric of negative holomorphic

bisectional curvature.

However, we will show that Y does not support a Riemannian metric of non-positive sectional

curvature. The key point is 8.1.20. Indeed, by the Lefschetz hyperplane section theorem

6.17.1, π1(X) ' π1(Y ). Therefore,

Z ' H6(X,Z) ' H6(π1(X),Z) ' H6(π1(Y ),Z) 6' H6(Y,Z) = 0,

which implies that X cannot be an Eilenberg–Maclane space, and hence, does not support a

Riemannian metric of non-positive sectional curvature.

1More precisely, a vector bundle E is said to be ample if the hyperplane bundle OP(E)(1) over its projec-

tivization P(E) is an ample line bundle (see, e.g., [160]). If the holomorphic bisectional curvature is positive,

then OP(E)(1) is a positive line bundle (see 18.6), and is, therefore, ample.
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11.5. Chern Class Inequalities

For complex surfaces, we can see the distinction in the existence of a metric of negative

sectional curvature and negative holomorphic bisectional curvature at the level of Chern

classes:

Theorem 11.5.1. Let (X,ω) be a compact Hermitian surface. If the (Chern) sectional

curvature of ω is

(i) negative or quasi-negative, then c2
1 > 2c2.

(ii) non-positive, then c2
1 ≥ 2c2.

Proof. Let Θ ∈ Ω1,1
X ⊗End(T 1,0X) be the (Chern) curvature form of ω. From 9.7.6, the

cohomology class c2
1 − 2c2 is represented by(√
−1

tr(Θ)

2π

)2

− 2

(
tr(Θ2)− tr(Θ)2

8π2

)
= −tr(Θ2)

4π2
.

Let Θj
i :=

√
−1

2π Rk`i
jdzk ∧ dz` denote the curvature form in local holomorphic coordinates.

Then

tr(Θ2) = tr(Θ ∧Θ) =
n∑

a,b=1

Θb
a ∧Θa

b

= − 1

4π2

n∑
a,b=1

Rk`a
bRpqb

adzk ∧ dz` ∧ dzp ∧ dzq.

If the metric has negative or quasi-negative (Chern) sectional curvature, then Rak`
b < 0,

implying Rb
ak`
Rabpq > 0, and thus

c2
1 − 2c2 = −

∫
X

tr(Θ2)

4π2
ωn−2

=
1

16π4

n∑
a,b=1

∫
X
Rk`a

bRpqb
adzk ∧ dz` ∧ dzp ∧ dzq ∧ ωn−2 > 0.

�

Example 11.5.2. Let D2 denote the bidisk, which satisfies c2
1 = 2c2. The product of the

Poincaré metrics on each disk yields a Kähler metric ω on D2 with cSecω ≤ 0 and cHBCω ≤ 0.

The above theorem shows that D2 does not admit a Hermitian metric with quasi-negative

(Chern) sectional curvature. Indeed, the curvature properties of the metric on D2 will descend

to compact quotients.

Question 11.5.3. Can the above curvature obstructions to Chern class inequalities be ex-

tended to the curvature of more general connections (e.g., the Gauduchon connections)?
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Question 11.5.4. Can the same technique be used to generate Chern class inequalities for

the Bott–Chern cBC
1 and Aeppli Chern classes cAC

1 ?

Example 11.5.5. Let X := Σ2×Σ7 be the complex surface given by the product of a curve

of genus 2 and a curve of genus 7. The Chern numbers are c2 = 24 and c2
1 = 48, and hence,

c2
1 = 2c2. It follows that there is no metric of (quasi-)negative sectional curvature on X.

Example 11.5.6. Other examples of c2
1 = 48 and c2 = 24 are given by the product of a

curve of genus 3 with a curve of genus 4; Beauville’s double covers of Σ2 × P1 (see [22]) and

Beauville’s double covers of C×P1, where C is a non-hyperelliptic curve of genus 3 (see [22]).

A similar argument to the proof of 11.5.1 gives the following result of Kleiman [191]:

Theorem 11.5.7. (Kleiman). Let (X,ω) be a compact Hermitian surface with quasi-

negative (Chern) holomorphic bisectional curvature. Then c2
1 > c2. Further, if cHBCω ≤ 0,

then c2
1 ≥ c2.

The above theorem does not rule out the existence of a complete Hermitian of negative

(Chern) holomorphic bisectional curvature on D2. We saw in 11.5.2, however, that the

Chern classes of D2 obstruct the existence of a complete Hermitian metric of negative (Chern)

sectional curvature. In fact, this is a well-known question of Mok:

Question 11.5.8. (Mok). Does there exist a complete Hermitian metric of negative (Chern)

holomorphic bisectional curvature on the bidisk D2?

Example 11.5.9. The following complex surfaces do not have metrics of strictly negative

holomorphic bisectional curvature (but potentially support metrics of non-positive holomor-

phic bisectional curvature): Products of curves Σ2×Σ5, products of curves Σ3×Σ3, Beauville’s

double covers of Σ2×P1 or Beauville’s double covers of Σ3×P1, where Σ3 is non-hyperelliptic

[22], Bin surfaces [26]. More examples can be found in [23].

Example 11.5.10. Pignatelli–Polizzi surfaces [246] do not have metrics of non-positive

holomorphic bisectional curvature. More examples can be found in [23].

There is an upper bound on the Chern slope of surfaces of general type [218, 328]:

Theorem 11.5.11. (Bogomolov–Miyaoka–Yau). Let X be a compact complex surface of

general type. Then c2
1 ≤ 3c2, and equality holds if and only if X is a ball quotient.

Example 11.5.12. Mostow and Siu [225] constructed a compact Kähler surface with nega-

tive sectional curvature whose universal cover is not B2. Their example has Chern numbers

satisfying
c2

1

c2
=

852

298
< 3.
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They also constructed examples with c2
1/c2 ∼ 2.9. In particular, the link between curvature

and Chern class inequalities is not as clear as one might initially suspect from 11.5.1 and

11.5.7.

Remark 11.5.13. For some time there was a lot of interest in understanding the converse

problem for these Chern class inequalities (see, e.g., [99, 270]). That is, let X be a compact

complex surface of general type with c1 < 0. Suppose

3c2 − c2
1

c2
1

is suitably small. Does X support a Hermitian metric with negative sectional curvature or

holomorphic bisectional curvature? Some positive answers to the question were hinted at by

the results of Cheung [99]. A definitive negative answer was given by Hirzebruch [166] who

produced a family of surfaces of general type which do not even support Hermitian metrics

of negative holomorphic sectional curvature. For more developments in this direction, we

invite the reader to see [99, §5].

11.6. The Holomorphic Bisectional Curvature and Moduli Theory

Mok’s question 11.5.8 is a very special case2 of the curious relationship between the holomor-

phic bisectional curvature and moduli theory. Shadows of this relationship are reflected in

the Priessmann theorem 8.1.21. To describe the relationship, we recall the following theorem

of Yang [321]:

Theorem 11.6.1. Let F ↪→ X → B be a holomorphic fiber bundle with compact fiber

F . Then X does not admit a Kähler metric of negative holomorphic bisectional curvature

HBCω < 0.

Proof. Let f : X → B be a holomorphic fiber bundle with compact fiber F . Let

F×D ⊂ X be a local trivialization of X over a disk in B. Let U be a coordinate neighborhood

of F , with z1, ..., zn, zn+1 = w the coordinates on U× D. Write ω =
√
−1
∑n+1

i,j=1 gijdz
i ∧ dzj

for the Kähler metric on U × D. If we fix w = b, then the hypersurface Xb := {(z, w) ∈
U × D : w = b} supports the volume form ωnb given by the nth exterior power of ωb :=√
−1
∑n

i,j=1 gij(z, b)dz
i ∧ dzj . The complex Hessian of ωnw in the base direction is given by

∂2ωnw
∂w∂w

= nωn−1
w ∧

√
−1

 n∑
i,j=1

∂gij
∂w∂w

dzi ∧ dzj
+ n(n− 1)ωn−2

w ∧ ∂ωw
∂w
∧ ∂ωw
∂w

.

2illustrating how little we understand.
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Setting v := ∂
∂zn+1

, we may write

∂2ωnw
∂w∂w

= nωn−1
w ∧

√
−1

n∑
i,j=1

Rijvvdz
i ∧ dzj

+nωn−1
w ∧

√
−1

n∑
i,j=1

n+1∑
k,`=1

gk`
∂gik
∂w

∂g`j
∂w

dzi ∧ dzj

+n(n− 1)ωn−2
w ∧ ∂ωw

∂w
∧ ∂ωw
∂w

.

Define a function µ : D→ R by sending a point w ∈ D to be the volume of the corresponding

fiber:

µ(w) :=

∫
Xw

ωnw.

Since Kähler submanifolds minimize the volume within their homology class 5.6.6, ∂2µ
∂w∂w = 0

at all points of D, which is in violent contradiction with negative holomorphic bisectional

curvature. �

Remark 11.6.2. Seshadri–Zheng [264] showed that if (X,ω) is a complete Hermitian man-

ifold with −c0 ≤ cHBCω ≤ −c1 < 0 and bounded (Chern) torsion, then X cannot be

homeomorphic to a product of positive-dimensional complex manifolds. For related works,

we invite the reader to see [27, 281, 124, 260, 280, 294].

Example 11.6.3. Klembeck [193] produced complete Kähler metrics of positive sectional

curvature on Cn. His example was modified by Seshadri [263] to give a complete Kähler

metric of negative sectional curvature on Cn. The sectional curvature of Seshadri’s metric

is pinched −2 ≤ Sec ≤ 0. Moreover, the sectional curvatures decay exponentially fast at

infinity. Further, Greene–Wu [147] showed that if (X,ω) is a complete Hermitian manifold

with

cHSCω ≤ −
C

1 + r2
,

where r is the distance to a fixed point in X, then X is Kobayashi hyperbolic. Since Cn is

not Kobayashi hyperbolic the crux of the problem is concentrated in the rate of decay of the

sectional curvatures. In particular, torsion and curvature lower bounds are not responsible

for the relation to moduli theory.

Question 11.6.4. Does there exist a complete Hermitian metric on Cn with negative (Chern)

sectional curvature have polynomial decay at infinity?

The above results are particularly interesting when compared with the following result of

To–Yeung [293] (c.f., [99, p. 29]):
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Theorem 11.6.5. Let f : X → B be a Kodaira fibration surface, i.e., a surjective holo-

morphic map with connected fibers such that the base and fiber have genus g > 1 and the

variation in the complex structure of fibers is non-trivial. Then X admits a Kähler metric of

negative holomorphic bisectional curvature.

Remark 11.6.6. We will not give the details of the proof of the above theorem, but it is

worth mentioning the structure of the argument. Indeed, it is a well-known, difficult problem

to produce metrics with a strict sign on the curvature since warped product constructions

typically only generate degenerate signs on the curvature (i.e., ≥ 0 or ≤ 0). The critical point

of the proof of 11.6.5 is to embed X into the moduli space Mg,n of genus g > 1 curves (with

n marked points). This space supports a Weil–Petersson metric ωWP whose holomorphic

bisectional curvature is strictly negative. Hence, the induced metric given by restricting the

Weil–Petersson metric to X will also have strictly negative holomorphic bisectional curvature

by the subbundle decreasing property.

Before completing our discussion on negative holomorphic bisectional curvature, we mention

the following structure result due to Liu [207]:

Theorem 11.6.7. Let (Xn, ω) be a compact Kähler manifold with HBCω ≤ 0. Then there

exists a finite cover X̃ of X such that X̃ is the total space of a holomorphic and metric

fiber bundle over a compact Kähler manifold Y k with non-positive holomorphic bisectional

curvature and strictly negative Ricci curvature on an open subset of Y . In particular, c1(Y ) <

0. The fiber is a flat complex torus T, and X̃ is diffeomorphic to T × Y . Finally, if r is the

maximal rank of the Ricci curvature of ω, then r = k = kod(X), where kod(X) denotes the

Kodaira dimension of X.

Corollary 11.6.8. For any compact Kähler manifold with HBCω ≤ 0, the Kodaira dimen-

sion is equal to the maximal rank of the Ricci curvature.

Question 11.6.9. Is there a Riemannian (or Hermitian) analog of 11.6.7?

11.7. Positive Holomorphic Bisectional Curvature

Let us now consider the case of positive holomorphic bisectional curvature. Observe that in

the Riemannian category, Priessmann’s theorem shows that a compact Riemannian manifold

(M, g) with negative sectional curvature Secg < 0 cannot be homeomorphic to a product of

positive-dimensional Riemannian manifolds.

On the other hand, in the positive case, it is a long-standing question as to whether a product

Riemannian manifold can admit a metric of positive sectional curvature:
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Question 11.7.1. Let (M, g) be a complete Riemannian manifold with Secg > 0. Can M

be homeomorphic to a product of positive-dimensional Riemannian manifolds?

A famous important instance of the above question is the following conjecture of Hopf:

Conjecture 11.7.2. (Hopf). There is no metric of positive sectional curvature on S2 × S2.

11.8. The Frankel Conjecture

Returning to the complex analytic category, we know that a compact Kähler manifold with

a Kähler metric of positive holomorphic bisectional curvature HBCω > 0 cannot be home-

omorphic to a product. This follows from the celebrated solution of the Frankel conjecture

due to Mori [222] and Siu–Yau [271]:

Theorem 11.8.1. Let (X,ω) be a compact Kähler manifold with HBCω > 0. Then X is

biholomorphic to Pn.

We will omit the general proof, but some important insight can be gained from looking at

the surface case (i.e., when n = 2). The key point is the following extension of Frankel’s

theorem [130] due to Goldberg–Kobayashi [142]:

Theorem 11.8.2. Let (X,ω) be a complete Kähler manifold of dimension n with HBCω > 0.

Let V r and W s be compact complex submanifolds of dimension r and s, respectively. If

r + s ≥ n then V and W intersect non-trivially.

Proof. Proceed by contradiction and assume V ∩W = ∅. Let τ(t), for 0 ≤ t ≤ `, be a

minimal geodesic from V to W . Denote the endpoints by p = τ(0) ∈ V and q = τ(`) ∈ W .

Let v be a parallel vector field defined along τ , tangent to V at p, and tangent to W at q. The

assumption that r+ s ≥ n ensures such a vector field exists. Because V and W are complex

submanifolds, Jξ is also such a vector field. Let T be the vector field tangent to τ defined

along τ . The second variation of the arc length with respect to infinitesimal variations ξ and

Jξ reads:

L′′ξ (0) = g(∇ξξ, T )q − g(∇ξξ, T )p −
∫ `

0
R(T, ξ, T, ξ)dt,

L′′Jξ(0) = g(∇JξJξ, T )q − g(∇JξJξ, T )p −
∫ `

0
R(T, Jξ, T, Jξ)dt.

The second fundamental form of a complex submanifold of a Kähler manifold is skew-

Hermitian (see, e.g., [142]). Hence,

g(∇ξξ, T )p + g(∇JξJξ, T )p = 0 = g(∇ξξ, T )q + g(∇JξJξ, T )q,
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and therefore,

L′′ξ (0) + L′′Jξ(0) = −
∫ `

0
(R(T, ξ, T, ξ) +R(T, Jξ, T, Jξ))dt

= −
∫ `

0
R(T, JT, ξ, Jξ)dt ≤ 0.

It follows that L′′ξ (0) < 0 or L′′Jξ(0) < 0, violating the assumption that τ is a minimal geodesic

from V to W . �

Corollary 11.8.3. A compact Kähler surface (X,ω) with HBCω > 0 is biholomorphic to

P2.

Proof. If HBCω > 0, then Scalω > 0, and hence, from 10.5.7, the plurigenera pm(X) =

0 for all m > 0. Since Ricω > 0, the first Betti number b1(X) = 0, and in particular,

b1 = 2h0,1 = 0, i.e., X is regular. By Castelnuovo’s theorem 7.11.1, X is rational. By the

Enriques–Kodaira classification, X is birational to P2, or a Hirzebruch surface Fn, where

n ∈ N0−{1}. The Hirzebruch surfaces Fn are ruled surfaces – they are P1–bundles over P1 –

so they cannot support metrics of positive holomorphic bisectional curvature. To show that

X is, in fact, biholomorphic to P2, it suffices to show that X is minimal, i.e., X does not

contain any (−1)–curves. However, this is clear from the fact that there exist curves that do

not intersect the exceptional curve (if one exists), which would violate 11.8.2. �

Remark 11.8.4. Let us mention that a proof of the Frankel conjecture via the Kähler–Ricci

flow was given by Chen–Tian [94]. Ustinovskiy [302], using the Hermitian curvature flow

[275] showed that a compact Kähler manifold with quasi-positive3 holomorphic bisectional

curvature is biholomorphic to Pn. Further, it was shown by Goldberg–Kobayashi [142] that if

the metric with HBC > 0 is, in addition, Einstein, then (X,ω) is biholomorphically isometric

to (Pn, ωFS).

Question 11.8.5. Let (X,ω) be a compact Hermitian manfiold with positive t–Gauduchon

holomorphic bisectional curvature tHBCω > 0. Is X biholomorphic to Pn?

Example 11.8.6. In the non-compact case, Klembeck [193] produced complete Kähler

metrics on Cn with positive sectional curvature. Moreover, Greene–Wu [148] showed that a

complete (non-compact) Kähler manifold with positive sectional curvature is Stein.

11.9. The Generalized Frankel Conjecture

The case of nonnegative holomorphic bisectional curvature – the so-called Generalized Frankel

Conjecture – was treated by Mok [221]:

3That is, non-negative everywhere and positive at one point.
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Theorem 11.9.1. (Mok). Let (X,ω) be a compact Kähler manifold with HBCω ≥ 0.

Suppose that the Ricci curvature is quasi-positive. Then X is biholomorphic to Pn or an

irreducible compact Hermitian symmetric space of rank k > 2.

Remark 11.9.2. Recall that a Hermitian symmetric space is a Hermitian manifold whose

underlying Riemannian structure is symmetric. In general, this does not imply that the

manifold is complex homogeneous, but in the compact case, this is true. Indeed, the identity

component of the isometry group of a compact Hermitian symmetric space acts transitively

and is contained in the holomorphic automorphism group ([336, p. 212]). By the well-

known theorem of Bochner–Montgomery [35], the automorphism group of a compact complex

manifold is a complex Lie group, and thus, compact Hermitian symmetric spaces are complex

homogeneous. This observation of the author (which is elementary and likely very well-

known) came from a question posed to him by Franc Forstnerič and appears in [129, p.

36].

11.10. The Orthogonal Bisectional Curvature

The search for the appropriate relaxation of the holomorphic bisectional curvature has led

to several developments. The first candidate was introduced by Cao–Hamilton [78]:

Definition 11.10.1. Let (X,ω) be a Kähler manifold. The orthogonal bisectional curvature

HBC⊥ω is defined to be the restriction of the holomorphic bisectional curvature HBCω to

unitary pairs of (1, 0)–tangent vectors.

Remark 11.10.2. Cao–Hamilton showed that the non-negativity of the orthogonal bisec-

tional curvature was preserved by the Kähler–Ricci flow. In [88], Chen showed that any

compact irreducible Kähler manifold with HBC⊥ω > 0 and c1(K−1
X ) > 0 must be biholomor-

phic to Pn.

It was shown by Gu–Zhang [156], however, that the Kähler–Ricci flow, starting from a Kähler

metric with HBC⊥ ≥ 0 converges to a Kähler metric with HBC ≥ 0. Hence, compact Kähler

manifolds with HBC⊥ ≥ 0 are fully classified by Mok’s solution of the generalized Frankel

conjecture [221].

The following question was brought to my attention by Jianchun Chu and Man-Chun Lee:

Question 11.10.3. Let (X,ω) be a compact Kähler manifold with HBC⊥ω < 0. Is the

canonical bundle KX ample?
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Remark 11.10.4. It is interesting to compare the orthogonal bisectional curvature with

the isotropic curvature4 in Riemannian geometry: Seshadri [262] has given a classification

of manifolds with nonnegative isotropic curvature. In particular, he has shown that any

compact irreducible Kähler manifold with nonnegative isotropic curvature must be either a

Hermitian symmetric space or biholomorphic to Pn.

11.11. Relationship to the Isotropic Curvature

On the other hand, a compact Kähler manifold with nonnegative isotropic curvature has

HBC⊥ω ≥ 0 (see, e.g., [156]). Gu–Zhang [156] showed that this implication is strict.

For complex surfaces, Ivey [179] showed that HBCω ≥ 0 implies that the isotropic curvature

is non-negative. Hence, Seshadri’s theorem [262] can be viewed as a generalization of Mok’s

theorem [221] in the surface case. To the author’s knowledge, it remains unknown whether

this holds in higher dimensions.

11.12. The Quadratic Orthogonal Bisectional Curvature

The leading candidate for an appropriate relaxation of the holomorphic bisectional curvature

is the following curvature constraint introduced by Wu–Yau–Zheng5 [317]:

Definition 11.12.1. Let (X,ω) be a Hermitian manifold. The t–Gauduchon Quadratic

Orthogonal Bisectional Curvature tQOBCω is the function

tQOBCω : FX × Rn → R, tQOBCω(v) :=
1

|v|2
∑
α,γ

tRααγγ(vα − vγ)2.

Remark 11.12.2. Although the QOBC was introduced by Wu–Yau–Zheng [317], it first

appears implicitly in the paper of Bishop–Goldberg [28] as the Weitzenböck curvature oper-

ator (c.f., [84, 85, 240, 241, 242, 243]) acting on real (1, 1)–forms. In contrast with the

orthogonal bisectional curvature, the QOBC is significantly weaker than the holomorphic

bisectional curvature, with an explicit example constructed in [201].

11.13. Euclidean Distance Matrices

Given the awkward nature of the quadratic orthogonal bisectional curvature (from now on,

QOBC), in [55, 54, 56], the author addressed the algebraic character of this curvature.

During this investigation, it was discovered that there was a curious link between the QOBC,

4Recall: Let (M, g) be a Riemannian manifold of (real) dimension ≥ 4. We say that g has non-negative

isotropic curvature if, for all x ∈M , and all orthonormal vectors {e1, e2, e3, e4} ⊂ TxM , we have

R1313 +R1414 +R2323 +R2424 ≥ 2R1234.

5Wu–Yau–Zheng only consider the Quadratic Orthogonal Bisectional Curvature for Kähler metrics.
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distance geometry, and combinatorics. To state these results, we introduce the following

terminology:

Definition 11.13.1. A symmetric matrix A = (Aαγ) ∈ Rn×n is said to be a Euclidean

distance matrix (EDM) (of embedding dimension 1) if there is a vector v = (v1, ..., vn) ∈ Rn

such that Aαγ = (vα − vγ)2.

Euclidean distance matrices play an important role in combinatorics. An important result

in the subject is the following theorem due to Schoenberg [256], which characterizes EDMs

among hollow matrices (i.e., matrices with no non-zero elements along the diagonal):

Proposition 11.13.2. (Schoenberg criterion). A real symmetric hollow matrix is an EDM

if and only if it is negative semi-definite on the hyperplane H := {x ∈ Rn : xte = 0}, where

e = (1, ..., 1)t.

Remark 11.13.3. By definition, an EDM A is a nonnegative matrix in the sense that each

entry of the matrix is a nonnegative real number. Therefore, the Perron–Frobenius theorem

informs us that the largest eigenvalue of A is nonnegative and occurs with the eigenvector

in the nonnegative orthant. This eigenvalue is often referred to as the Perron root of A. Let

A be a Euclidean distance matrix with eigenvalues δ1 ≥ δ2 ≥ · · · ≥ δn. From the above

discussion, we know that δ1 > 0 and δk ≤ 0 for all k ≥ 2. We make the following definition:

Definition 11.13.4. The kth Perron weight of the Euclidean distance matrix A is defined

to be the ratio rk := −δk/δ1 ∈ [0, 1].

We can now characterize the conditions on the curvature tensor of a Kähler metric which

ensure nonnegative QOBC:

Theorem 11.13.5. Let (Xn, ω) be a compact Kähler manifold. Let R be the matrix with

entries Rαγ := Rααγγ . Let λ1 ≥ λ2 ≥ · · · ≥ λn denote the eigenvalues of R with respect to

the frame which minimizes the QOBC. Then QOBCω ≥ 0 if and only if

λ1 ≥
n∑
k=2

rkλk

holds for all Perron weights 0 ≤ rk ≤ 1.

Proof. Fix a frame that minimizes the QOBC of ω. Let λ1 ≥ λ2 ≥ · · · ≥ λn denote the

eigenvalues of R ∈ Rn×n and denote by δ1 ≥ δ2 ≥ · · · ≥ δn the eigenvalues of an EDM ∆.

Write R = U tdiag(λ)U and ∆ = V tdiag(δ)V for the eigenvalue decompositions of R and ∆.
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Then

tr(R∆) = tr(U tdiag(λ)UV tdiag(δ)V ) = tr(V U tdiag(λ)UV tdiag(δ))

= tr(Qtdiag(λ)Qdiag(δ))

=
∑
i,j

λiδjQ
2
ij ,

where Q = UV t is orthogonal. The Hadamard square (by which we mean the matrix Q ◦Q
with entries Q2

ij) of an orthogonal matrix is doubly stochastic (see, e.g., [164]). The class of

n× n doubly stochastic matrices forms a convex polytope – the Birkhoff polytope Bn. The

minimum of tr(R∆) is given by

min
S∈Bn

n∑
i,j=1

λiδjSij .

This function is linear in S, achieving its minimum on the boundary of Bn. The well-known

Birkhoff–von Neumann theorem tells us that Bn is the convex hull of the set of permutation

matrices, and the vertices of Bn are precisely the permutation matrices. Hence,

min
S∈Bn

n∑
i,j=1

λiδjSij = min
σ∈Sn

n∑
i=1

λiδσ(i),

where Sn denotes the symmetric group on n letters. An elementary argument (by induction,

for instance) shows that

min
σ∈Sn

n∑
i=1

λiδσ(i) =

n∑
i=1

λiδi.

From the above discussion, this completes the proof. �

Remark 11.13.6. The above theorem is of interest for several reasons: The first is an

eigenvalue characterization in terms of the matrix R. Of course, this matrix requires a frame

to be fixed, but given the number of frame-dependent curvatures which have appeared in

complex geometry in recent years (most notably the real bisectional curvature, the Schwarz

bisectional curvature, and the QOBC itself), this still offers insight into their relationship.

Remark 11.13.7. The existence of an eigenvalue characterization is surprising in itself

[55], since EDMs are defined in a non-invariant manner: the class of positive matrices (i.e.,

matrices for which every entry is positive) are certainly not invariant under a change of basis.

The class of matrices A satisfying
∑n

α,γ=1Aαγ(vα − vγ)2 ≥ 0 form the so-called dual EDM

cone. This is a completely elementary observation: An EDM (of embedding dimension 1) is

a matrix of the form Bαγ := (vα − vγ)2. Hence, we can write
∑n

α,γ=1Aαγ(vα − vγ)2 ≥ 0 as

tr(AB) ≥ 0, from which we immediately see the following:
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Proposition 11.13.8. Let (X,ω) be a compact Kähler manifold. Then QOBCω ≥ 0 if and

only if, with respect to the frame which minimizes the QOBC, the matrix R lies in the dual

EDM cone.

The above result, albeit elementary, is important in that it gives us the appropriate language

to speak when considering the QOBC. It also allows us to exploit the results of distance ge-

ometry and combinatorics to say something about the QOBC. For instance, using Dattorro’s

dual EDM cone criterion [104, 105], we have:

Theorem 11.13.9. Let δ : Rn → Sndiag be the operator mapping a vector v ∈ Rn to the

diagonal matrix diag(v). Then a real symmetric matrix A lies in the dual EDM cone if and

only if δ(Ae)−A is positive-semi-definite. In particular,

QOBCω ≥ 0 ⇐⇒ δ(Re)− R ∈ PSD.

We suspect these results (motivated exclusively by complex-geometric considerations) will

have further generalizations and applications to combinatorics and distance geometry. We

describe one potential direction in more detail:

Let G be a finite weighted graph (with possibly negative weights) with vertex set V (G) =

{v1, ..., vn}. Let A ∈ Rn×n be the adjacency matrix specifying the weights. The Dirichlet

energy of a weighted graph is defined by

E(f) :=
n∑

α,γ=1

Aαγ(f(vα)− f(vγ))2,

where f : V (G) → R is a function defined on the vertices of G. The above results show

that for a compact Kähler manifold (X,ω), non-negative QOBC is equivalent to the non-

negativity of the Dirichlet energy of every weighted graph (G,A) with G a finite graph with

n vertices and A given by the matrix R = (Rαγ).

Recall that the QOBC first appears in the paper of Bishop–Goldberg [28] as the Weitzenböck

curvature operator (c.f., [240, 241, 242, 243]) acting on real (1, 1)–forms. In other words,

if ∆g denotes the Bochner Laplace operator, and ∆d denotes the Laplace–Beltrami operator,

acting on real (1, 1)–forms, their difference realizes the QOBC. What is curious is that the

above theorem indicates that the difference of these Laplace operators is the (discrete analog

of the) Dirichlet energy associated with the curvature. We hope those more experienced in

the discrete theory can give further insight into this direction.

11.14. The Quadratic Orthogonal Bisectional and the Scalar Curvature

It was shown by Niu [232] that if (X,ω) is compact Kähler with QOBCω ≥ 0, then Scalω ≥ 0.

In [63], the author, joint with Kai Tang, gave a more direct argument and extended the

computation to the Hermitian category:
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Theorem 11.14.1. ([63, Theorem 4.8]). Let (Xn, ω) be a Hermitian manifold of (complex)

dimension n with QOBCω ≥ 0. Then for any point p ∈ X and any unitary pair v, w ∈ T 1,0
p X

we have

cRic(1)
ω (v, v) + cRic(1)

ω (w,w) + cRic(2)
ω (v, v) + cRic(2)

ω (w,w) ≥ 2(Rvwwv +Rwvvw).

Moreover, in any local frame, the scalar curvature satisfies

Scalω ≥ 1

n− 1

∑
1≤k<`≤n

(Rk``k +R`kk`).

Proof. Suppose QOBCω ≥ 0. Then for any ξ = (ξ1, ..., ξn) ∈ Rn, and any unitary

frame, we have
n∑

i,j=1

Riijj(ξi − ξj)
2 ≥ 0.

For distinct indices j, k, `, set ξk = 0, ξ` = 2, and ξj = 1. This gives

4Rkk`` + 4R``kk +
∑

j 6=k,j 6=`
(Rkkjj +Rjjkk +R``jj +Rjj``)

= 4(Rkk`` +R``kk) +
∑

j 6=k,j 6=`
(Rkkjj +Rjjkk +R``jj +Rjj``) ≥ 0.(11.14.1)

Let fk = 1√
2
(ek − e`), f` = 1√

2
(ek + e`) and fj = ej . Then (11.14.1) in this frame gives

R(ek − e`, ek − e`, ek + e`, ek + e`) +R(ek + e`, ek + e`, ek − e`, ek − e`)

+
1

2

∑
j 6=k,j 6=`

((R(ek − e`, ek − e`, ej , ej) +R(ej , ej , ek − e`, ek − e`))

+
1

2

∑
j 6=k,j 6=`

R(ek + e`, ek + e`, ej , ej) +R(ej , ej , ek + e`, ek + e`)

= Rkkkk +R```` +Rkk`` −Rk``k −Rk`k` +R``kk −R`k`k −R`kk`
+Rkkk` +Rkk`k −Rk`kk −R`kkk −Rk``` +R```k +R``k` −R`k``
+Rkkkk +R```` +Rkk`` −Rk``k −Rk`k` +R``kk −R`k`k −R`kk`
−Rkkk` −Rkk`k +Rk`kk +R`kkk +Rk``` −R```k −R``k` +R`k``

+
1

2

∑
j 6=k,j 6=`

(
Rkkjj +R``jj −Rk`jj −R`kjj +Rjjkk +Rjj`` −Rjjk` −Rjj`k

)
+

1

2

∑
j 6=k,j 6=`

(
Rkjjj +R``jj +Rk`jj +R`kjj +Rjjkk +Rjj`` +Rjjk` +Rjj`k

)
= Rkkkk +R```` +Rkk`` +R``kk −Rk``k −Rk`k` −R`k`k −R`kk`

+
1

2

∑
j 6=k,j 6=`

(
Rkkjj +R``jj +Rjjkk +Rjj``

)
≥ 0.
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Similarly, setting fk = 1√
2
(ek −

√
−1e`), f` = 1√

2
(ek +

√
−1e`) and fj = ej gives

Rkkkk +R```` +Rkk`` +R``kk −Rk``k +Rk`k` +R`k`k −R`kk`

+
1

2

∑
j 6=k,j 6=`

(
Rkkjj +R``jj +Rjjkk +Rjj``

)
≥ 0.

Adding these equations together, we get

Rkkkk +R```` +Rkk`` +R``kk −Rk``k −R`kk` +
∑

j 6=k,j 6=`

(
Rkkjj +R``jj +Rjjkk +Rjj``

)
≥ 0.

Observe that

Ric
(1)

kk
+ Ric

(1)

``
+ Ric

(2)

kk
+ Ric

(2)

``

= Rkkkk +R```` +Rkk`` +R``kk +
∑

j 6=k,j 6=`
(Rkkjj +R``jj)

+Rkkkk +R```` +R``kk +Rkk`` +
∑

j 6=k,j 6=`
(Rjjkk +Rjj``)

= 2
(
Rkkkk +R```` +Rkk`` +R``kk

)
+

∑
j 6=k,j 6=`

(Rkkjj +R``jj +Rjjkk +Rjj``).

Hence, for k 6= `, we have

Ric
(1)

kk
+ Ric

(1)

``
+ Ric

(2)

kk
+ Ric

(2)

``
≥ 2(Rk``k +R`kk`).

For the statement concerning the scalar curvature, we observe that

2Scalω =
1

n− 1

∑
1≤k<`≤n

(
Ric

(1)

kk
+ Ric

(1)

``

)
+

1

n− 1

∑
1≤k<`≤n

(
Ric

(2)

kk
+ Ric

(2)

``

)
=

1

n− 1

∑
1≤k<`≤n

(
Ric

(1)

kk
+ Ric

(1)

``
+ Ric

(2)

kk
+ Ric

(2)

``

)
≥ 2

n− 1

∑
1≤k<`≤n

(
Rk``k +R`kk`

)
.

�

Corollary 11.14.2. Let (X,ω) be a Kähler-like manifold with QOBCω ≥ 0. Then Scalω ≥ 0.

11.15. The Altered Quadratic Orthogonal Bisectional Curvature

It is natural to consider the following altered variant of the QOBC [63]:

Definition 11.15.1. Let (X,ω) be a Hermitian manifold. The altered quadratic orthogonal

bisectional curvature is the function

Q̃OBCω : FX × Rn\{0} → R, Q̃OBCω(v) :=
1

|v|2ω

∑
α,γ

Rαγγα(vα − vγ)2.
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We have the following analog of 11.14.1:

Proposition 11.15.2. Let (Xn, ω) be a Hermitian manifold of (complex) dimension n and

Q̃OBCω ≥ 0. Then for any point p ∈ X and any unitary pair v, w ∈ T 1,0
p X, we have

Ric(3)
ω (v, v) + Ric(3)

ω (w,w) + Ric(4)
ω (v, v) + Ric(4)

ω (w,w) ≥ 2(Rvwwv +Rwvvw).

Moreover, in any local frame, the altered scalar curvature satisfies

S̃calω ≥ 1

n− 1

∑
1≤k<`≤n

(Rkk`` +R``kk).

Proof. Suppose Q̃OBCω ≥ 0. Then, in each unitary frame,

n∑
i,j=1

Rijji(ξi − ξj)
2 ≥ 0,

for all ξ = (ξ1, ..., ξn) ∈ Rn. Let ξk = 0, ξ` = 2, and ξj = 1 for k 6= `, j 6= k. Then

4
(
Rk``k +R`kk`

)
+

∑
j 6=k,j 6=`

(
Rkjjk +Rjkkj +R`jj` +Rj``j

)
≥ 0.

Let fk = 1√
2
(ek − e`), f` = 1√

2
(ek + e`), and fj = ej . Then

R(ek − e`, ek + e`, ek + e`, ek − e`) +R(ek + e`, ek − e`, ek − e`, ek + e`)

+
1

2

∑
j 6=k,j 6=`

(R(ek − e`, ej , ej , ek − e`) +R(ej , ek − e`, ek − e`, ej))

+
1

2

∑
j 6=k,j 6=`

(R(ek + e`, ej , ej , ek + e`) +R(ej , ek + e`, ek + e`, ej))

= Rkkkk +R```` −Rkk`` −Rk`k` +Rk``k −R`k`k +R`kk` −R``kk
−Rkkk` +Rkk`k +Rk`kk −R`kkk −Rk``` +R`k`` +R``k` −R```k
+Rkkkk +R```` −Rkk`` −Rk`k` +Rk``k −R`k`k +R`kk` −R``kk
+Rkkk` −Rkk`k −Rk`kk +R`kkk +Rk``` −R`k`` −R``k` +R```k

+
1

2

∑
j 6=k,j 6=`

(
Rkjjk +R`jj` −Rkjj` −R`jjk +Rjkkj +Rj``j −Rjk`j −Rj`kj

)
+

1

2

∑
j 6=k,j 6=`

(
Rkjjk +R`jj` +Rkjj` +R`jjk +Rjkkj +Rj``j +Rjk`j +Rj`kj

)
= 2

(
Rkkkk +R```` −Rkk`` −Rk`k` +Rk``k −R`k`k +R`kk` −R``kk

)
+

∑
j 6=k,j 6=`

(
Rkjjk +R`jj` +Rjkkj +Rj``j

)
≥ 0.
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Similarly, setting fk = 1√
2
(ek −

√
−1e`), f` = 1√

2
(ek +

√
−1e`), fj = ej , we have

R(ek −
√
−1e`, ek +

√
−1e`, ek +

√
−1e`, ek −

√
−1e`)

+R(ek +
√
−1e`, ek −

√
−1e`, ek −

√
−1e`, ek +

√
−1e`)

+
1

2

∑
j 6=k,j 6=`

(
R(ek −

√
−1e`, ej , ej , ek −

√
−1e`) +R(ej , ek −

√
−1e`, ek −

√
−1e`, ej)

)
1

2

∑
j 6=k,j 6=`

(
R(ek +

√
−1e`, ej , ej , ek +

√
−1e`) +R(ej , ek +

√
−1e`, ek +

√
−1e`, ej)

)
= 2

(
Rkkkk +R```` −Rkk`` +Rk`k` +Rk``k +R`k`k +R`kk` −R``kk

)
+

∑
j 6=k,j 6=`

(
Rkjjk +R`jj` +Rjkkj +Rj``j

)
≥ 0.

Hence, we see that

2
(
Rkkkk +R```` −Rkk`` −R``kk +Rk``k +R`kk`

)
+

∑
j 6=k,j 6=`

(
Rkjjk +R`jj` +Rjkkj +Rj``j

)
≥ 0.

Since

Ric
(3)

kk
+ Ric

(3)

``
+ Ric

(4)

kk
+ Ric

(4)

``

= Rkkkk +R```` +R`kk` +Rk``k +
∑

j 6=k,j 6=`
(Rjkkj +Rj``j)

+Rkkkk +R```` +Rk``k +R`kk` +
∑

j 6=k,j 6=`
(Rkjjk +R`jj`)

= 2
(
Rkkkk +R```` +R`kk` +Rk``k

)
+

∑
j 6=k,j 6=`

(Rjkkj +Rj``j +Rkjjk +R`jj`),

it follows that

Ric
(3)

kk
+ Ric

(3)

``
+ Ric

(4)

kk
+ Ric

(4)

``
≥ 2

(
Rkk`` +R``kk

)
.

For the statement concerning the altered scalar curvature, observe that

2S̃calω =
1

n− 1

∑
k<`

(Ric
(3)

kk
+ Ric

(3)

``
) +

1

n− 1

∑
k<`

(Ric
(4)

kk
+ Ric

(4)

``
)

=
1

n− 1

∑
1≤k<`n

(
Ric

(3)

kk
+ Ric

(3)

``
+ Ric

(4)

kk
+ Ric

(4)

``

)
≥ 2

n− 1

∑
1≤k<`≤n

(Rkk`` +R``kk).

�
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Corollary 11.15.3. Let (X,ω) be a Hermitian manifold with QOBCω ≥ 0 and Q̃OBCω ≥ 0.

Then Scalω ≥ 0 and S̃calω ≥ 0.

Proof. The above theorem implies that if QOBCω ≥ 0, then

Scalω ≥ 1

n− 1

∑
1≤k<`≤n

(Rk``k +R`kk`). (11.15.1)

If Q̃OBCω ≥ 0, then
∑n

i,j=1Rijji(ξi − ξj)2 ≥ 0 for all ξ = (ξ1, ..., ξn) ∈ Rn. Setting ξk = 1,

ξj = 0 for any j 6= k, we see that∑
j 6=k

(Rjkkj +Rkjjk) ≥ 0.

In particular, the right-hand side of (11.15.1) is non-negative. �

Question 11.15.4. Can one give a combinatorial proof (i.e., using Euclidean distance ma-

trices and graph-theoretic results) of Niu’s theorem QOBCω > 0 =⇒ Scalω > 0? Does this

have any ramifications ramifications on the combinatorial side?

Example 11.15.5. The Boothby metric ω0 on the Hopf surface S3 × S1 has constant

Q̃OBCω0
≡ 0 and QOBCω0

≥ 0.

Proof. The (Chern) QOBC of the standard metric on the Hopf surface is

cQOBCω(v) =
1

|v|2
(cR1122 + cR2211)(v1 − v2)2 =

4

|v|2|z|4
(v1 − v2)2.

From the scale invariance, assume v = (v1, v2) is a unit vector, then

cQOBCω(v) =
8

|z|4
(1− v1

√
1− v2

1),

this is maximized when v1 = − 1√
2

with value cQOBCω(v) = 8
|z|4 , and is minimized at

v1 = 1√
2

with value cQOBCω(v). The (Chern) altered QOBC of the standard metric on the

Hopf surface is

cQ̃OBCω = (cR1221 + cR2112)(1− 2v1

√
1− v2

1) ≡ 0.

�

Question 11.15.6. Let (X,ω) be a compact Hermitian manifold with cQOBCω > 0 or
cQ̃OBCω > 0. Does X have negative Kodaira dimension κX = −∞?

Let us end this section by mentioning the following important conjecture:

Conjecture 11.15.7. A compact simply connected homogeneous Kähler manifold (which is

called a Kähler C-space) admits a Kähler metric with QOBC ≥ 0.



11.15. THE ALTERED QUADRATIC ORTHOGONAL BISECTIONAL CURVATURE 211



CHAPTER 12

The Holomorphic Sectional Curvature and its Variants

Although the holomorphic bisectional curvature is natural from the perspective of the sec-

tional curvature, the most natural object from the point of view of complex geometry is the

holomorphic sectional curvature:

Definition 12.0.1. Let (X,ω) be a Hermitian manifold. The t–Gauduchon holomorphic

sectional curvature is defined by

tHSCω(v) :=
1

|v|4ω
tR(v, v, v, v), v ∈ T 1,0X,

where tR is the t–Gauduchon curvature tensor.

It is immediate that the (t–Gauduchon) holomorphic bisectional curvature tHBCω dominates

the (t–Gauduchon) holomorphic sectional curvature tHSCω.

Example 12.0.2. Let B2 ⊂ C2 be equipped with the Poincaré metric ωP. Then

(i) −4 ≤ SecωP ≤ −1.

(ii) −2 ≤ HBCωP ≤ −1.

(iii) HSCωP ≡ −2.

Example 12.0.3. Let D×D be the bidisk endowed with the product of the Poincaré metrics

on each factor. If ω denotes the product metric, then

(i) Secω ≤ 0.

(ii) HBCω ≤ 0.

(iii) −2 ≤ HSCω ≤ −1.

12.1. Behavior of the Holomorphic Sectional Curvature for Product Metrics

In particular, the product of two metrics with negative bisectional curvature will not have

negative bisectional curvature in general. For the holomorphic sectional curvature, however,

we have the following:

Proposition 12.1.1. (Grauert–Reckziegel [143]). Let Σ be a Riemann surface endowed

with Hermitian metrics ω and η. Let Kω and Kη denote the Gauss curvatures of these

metrics. For any point p ∈ Σ,

212
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(i) if Kω(p) ≤ 0 and Kη(p) ≤ 0, then Kω+η(p) ≤ 0.

(ii) if Kω(p) ≤ −K1 < 0 and Kη(p) ≤ −K2 < 0, then

Kω+η(p) ≤ −
K1K2

K1 +K2
.

Proof. Write ω =
√
−1g(z)dz ∧ dz and η =

√
−1h(z)dz ∧ dz. The Gauss curvature of

ω (and similarly for η) is given by the formula

Kg = − 2

g3

(
g
∂2g

∂z∂z
−
∣∣∣∣∂g∂z

∣∣∣∣2
)
.

It is easy to verify the following identity:

gh(g + h)(g2Kg + h2Kh − (g + h)2Kg+h) = 2

∣∣∣∣g∂g∂z − h∂g∂z
∣∣∣∣2 ≥ 0.

It is then clear that

Kg+h(p) ≤ g2Kg(p) + h2Kh(p)

(g + h)2
,

from which (i) is immediate. For (ii), apply the elementary inequality

−(g2K1 + h2K2

(g + h)2
≤ − K1K2

K1 +K2
.

�

We can deduce a similar statement for the holomorphic sectional curvature by giving the

following enlightening interpretation: Let (X,ω) be a Hermitian manifold. Fix a point p ∈ X
and a vector v ∈ T 1,0

p X. Let f : D → X be a holomorphic disk, i.e., a holomorphic map

from the unit disk D ⊂ C into X such that f(0) = p and f ′(0) = v. We may assume f is

a holomorphic immersion. Hence, the pullback metric f∗ω defines a non-degenerate smooth

Hermitian metric on D. We may therefore compute its Gauss curvature. It goes back to Wu

[312] that the holomorphic sectional curvature can be defined by

HSCω = sup
f
Kf∗ω,

where the supremum is over all holomorphic disks satisfying f(0) = p and f ′(0) = v. As a

consequence, we have:

Corollary 12.1.2. Let X be a Hermitian manifold with Hermitian metrics ω and η.

(i) If HSCω ≤ 0 and HSCη ≤ 0, then HSCω+η ≤ 0.

(ii) If HSCω ≤ −K1 < 0 and HSCη ≤ −K2 < 0, then

HSCω+η ≤ −
K1K2

K1 +K2
.
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Remark 12.1.3. Note the special property of the holomorphic sectional curvature here com-

pared to the sectional curvature. In general, the sectional curvature of the sum of Riemannian

metrics is forsaken by the sectional curvature of the summands.

Remark 12.1.4. Since the holomorphic sectional curvature is the restriction of the bisec-

tional curvature to the diagonal in T 1,0X × T 1,0X, we see that the holomorphic sectional

curvature inherits the subbundle decreasing property: If f : Y ↪→ (X,ω) is a complex sub-

manifold, then

HSCf∗ω ≤ HSCω.

12.2. Complex Space Forms

Remark 12.2.1. The value of the sectional curvature depends only on the two-plane spanned

by the vectors u, v, and not on the specific choice of vectors; in other words, the sectional

curvature descends to a function on the Grassmannian bundle of two-planes in the tangent

bundle

Secω : Gr2(T 1,0X)→ R.
This Grassmannian contains a holomorphic vector bundle GrJ2 (T 1,0X), given by the two-

planes in T 1,0X which are invariant under the complex structure. In fact, GrJ2 (T 1,0X) is

a projective bundle with fiber Pn−1. The restriction of the sectional curvature Secω to

GrJ2 (T 1,0X) defines the holomorphic sectional curvature. In particular, since the sectional

curvature determines the curvature tensor complete, the same can be said for the holomorphic

sectional curvature of a Kähler metric:

Theorem 12.2.2. Let (X,ω) be a Kähler manifold. The holomorphic sectional curvature

determines the curvature tensor.

The above theorem is an immediate consequence of the following (multi-)linear algebra the-

orem:

Lemma 12.2.3. Let S1 and S2 be two symmetric bi-Hermitian forms in the sense that

Sk(ξ, η, ζ, ω) = Sk(ζ, η, ξ, ω), and Sk(η, ξ, ω, ζ) = Sk(ξ, η, ζ, ω),

for k ∈ {1, 2}. If S1(ξ, ξ, ξ, ξ) = S2(ξ, ξ, ξ, ξ) for all ξ, then S1 = S2.

Proof. Let S := S1 − S2. For α ∈ C, we have

0 = S(ξ + αζ, ξ + αζ, ξ + αζ, ξ + αζ)

= S(ξ, ξ, ξ, ξ) + α
[
S(ξ, ξ, ζ, ξ) + S(ζ, ξ, ξ, ξ)

]
+ α

[
S(ξ, ξ, ξ, ζ) + S(ξ, ζ, ξ, ξ)

]
+|α|2

[
S(ξ, ξ, ζ, ζ) + S(ξ, ζ, ζ, ξ) + S(ζ, ζ, ξ, ξ) + S(ζ, ξ, ξ, ζ)

]
+α2S(ξ, ζ, ξ, ζ) + α2S(ζ, ξ, ζ, ξ) + |α|4S(ζ, ζ, ζ, ζ)

+α|α|2
[
S(ζ, ξ, ζ, ζ) + S(ζ, ζ, ζ, ξ)

]
+ α|α|2

[
S(ζ, ζ, ξ, ζ) + S(ξ, ζ, ζ, ζ)

]
.
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The |α|2 coefficient is

S(ξ, ξ, ζ, ζ) + S(ξ, ζ, ζ, ξ) + S(ζ, ζ, ξ, ξ) + S(ζ, ξ, ξ, ζ) = 2S(ξ, ξ, ζ, ζ) + 2S(ζ, ζ, ξ, ξ)

= 4S(ξ, ξ, ζ, ζ) = 0.

Similarly, by expanding

S(ξ + αζ, ξ + αζ, η + µω, η + µω) = 0,

the coefficient of αµ yields S(ξ, ζ, η, ω) = 0. �

Example 12.2.4. For a constant κ ∈ R, let us denote by (Snκ, ωκ) the complex space form

of constant curvature κ. If κ = 0, κ > 0, or κ < 0, then Snκ ' Cn, Snκ ' Pn, and Snκ ' Bn,

respectively. For any κ ∈ R, the components of the metric ωκ are given in a local coordinate

frame by

gij :=
δij(1 + κ|z|2)− κzjzi

(1 + κ|z|2)2
.

It is easy to see that

Rijk` = κ(gijgk` + gkjgi`).

In particular, the holomorphic sectional curvature of ωκ is constant, equal to HSCω ≡ 2κ.

From 12.2.2, together with the Cartan–Ambrose–Hicks theorem 1.20.5, we have the following:

Corollary 12.2.5. Any two simply connected complete Kähler manifolds with constant

holomorphic sectional curvature are biholomorphically isometric.

Given our complete understanding of Kähler manifolds with constant holomorphic sectional

curvature, it is natural to ask about non-Kähler Hermitian manifolds with constant holomor-

phic sectional curvature. The long-standing conjecture in this direction is the following:

Conjecture 12.2.6. Let (X,ω) be a compact Hermitian manifold with pointwise constant

Chern holomorphic sectional curvature cHSCω ≡ κ for some κ ∈ R. If κ 6= 0, then ω is

Kähler, otherwise, ω is Chern-flat.

Remark 12.2.7. Note that by the Schur lemma, if the holomorphic sectional curvature of a

Kähler metric is pointwise constant, then it is globally constant. This is not true for a general

non-Kähler Hermitian metric. The first example was discovered by Gray–Vanhecke [146]:

Let ωCn denote the Euclidean metric on Cn. Let f : Cn → C be any non-linear holomorphic

function. The metric ω := (1 + Re(f))−2ωCn has pointwise constant (Chern) holomorphic

sectional curvature, but not constant (Chern) holomorphic sectional curvature.
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For complex surfaces, Balas–Gauduchon [18] verified the conjecture in the cases that κ =

0 and κ < 0. The positive κ > 0 case (still for compact complex surfaces) was treated

by Apostolov–Davidov–Muskarov [13]. Kai Tang [283] proved the conjecture for compact

Kähler-like Hermitian manifolds. For compact locally conformally Kähler manifolds, the

conjecture was verified in the κ < 0 and κ = 0 case by Chen–Chen–Nie [89]. Rao–Zheng

[251] verified the conjecture for compact Bismut Kähler-like manifolds. They also obtain

some information on the Chern curvature tensor and Chern torsion of pluriclosed metrics

with pointwise constant (Chern) holomorphic sectional curvature [251, Theorem 2]. Under

the stronger assumption of (pointwise constant) vanishing (Chern) real bisectional curvature,

Zhou–Zheng [338] verified the conjecture for compact Hermitian threefolds. For complex

nilmanifolds, Li–Zheng [203] showed that if the (Chern) holomorphic sectional curvature is

pointwise constant, the constant must be zero. Chen–Chen–Nie also illustrated the necessity

of the compactness assumption by producing the following example [89, Example 3.9]:

Example 12.2.8. Let ω :=
√
−1∂∂ log(1+ |z|2) be the restriction to Cn of the Fubini–Study

metric on Pn. The components of this metric are locally given by

gij =
(1 + |z|2)δij − zizj

(1 + |z|2)2
,

and the holomorphic sectional curvature is constant HSCω ≡ 2. Let f := 2 log(1 + |z|2) and

conformally rescale the metric, defining ωf := efω. Then HSCωf ≡ 0, but the curvature of

ωf :

Rijk` = ef (gi`gkj − gijgk`)
is nowhere vanishing.

Note that by an old theorem of Boothby [41], we have a complete understanding of compact

complex manifolds admitting a Chern-flat Hermitian metric:

Theorem 12.2.9. (Boothby). A compact Hermitian manifold X with vanishing Chern

curvature has a complex Lie group as its universal cover X̃. In particular, X cannot be

simply connected.

Proof. The Bianchi identities 9.10.8 for the curvature and torsion are

Rijk` −Rkji` = 2T j
ik,`
,

T ihkT
h
`j + T ih`T

j
jk + T ihjT

h
k` =

1

2
(T ij`,k + T i`k,j + T ikj,`).

Since the (Chern) curvature vanishes, we see that T j
ik,`

= 0. In particular, the components

of the (Chern) torsion are complex-analytic. Let

Φ :=
∑
i,j,k

|T ijk|2.
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Since T i
jk,`

= 0, we see that

L(Φ) :=
∑
h

Φhh =
∑
i,j,k,h

T ijkT
i
jk,hh

+ T ijk,hT
i
jk,h.

From the interchange formulae, we have

T i
jk,hh

= T i
jk,hh

= 0,

and therefore

L(Φ) =
∑
i,j,k,h

|T ijk,h|2 ≥ 0.

By the maximum principle, it follows that T ijk,h ≡ 0. From the second Bianchi identity 9.10.8,

it follows that the torsion components T ijk satisfy the Jacobi identity. Restricting to parallel

orthonormal frames, the structure equations become

dωi = T ijkωj ∧ ωk, T ijk + T ikj = 0,

and we have ωij = 0. Since relative to these frames, the T ijk are constants and satisfy the

Jacobi identity; the ωi are the left-invariant forms of a local Lie group. The universal cover X̃

is complete and a complex Lie group. The assertion in the statement of the theorem follows

from the fact that the only compact complex Lie groups are tori, which are certainly not

simply connected. �

A useful tool for the study of Hermitian manifolds with (pointwise constant) Chern holomor-

phic sectional curvature is the following result due to Balas [17]:

Lemma 12.2.10. (Balas lemma). Let (X,ωg) be a Hermitian manifold. Then the (Chern)

holomorphic sectional curvature is (pointwise) constant HSCω ≡ κ if and only if

Rijk` +Rkji` +Ri`kj +Rk`ij = 2κ(gijgk` + gi`gkj)

in any local frame.

The author, together with Kai Tang, proved the following [63, Theorem 2.1]:

Theorem 12.2.11. Let (X,ω) be a compact Hermitian manifold with pointwise constant

Chern holomorphic sectional curvature cHSCω ≡ κ. Then∫
X

cScalωω
n =

κn(n+ 1)

2
vol(X,ω) + 2

∫
X
|τ |2ωn,

where τ denotes the (Chern) torsion (1, 0)–form.
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Proof. If (Xn, ω) is a compact Hermitian manifold with pointwise constant Chern holo-

morphic sectional curvature cHSCω ≡ c, the Balas lemma [17] gives

cRiikk + cRkiik + cRikki + cRkkii = 2κ. (12.2.1)

Hence, from (12.11.2), we have

2
∑
i

τi,i =
∑
i,k

(cRiikk −
cRkiik) =

∑
i 6=k

(cRiikk −
cRkiik)

=
∑
i<k

(cRiikk + cRkkii)−
∑
i<k

(cRkiik + cRikki).

From (12.2.1), we see that∑
i<k

(cRkiik + cRikki) =
∑
i<k

[
2κ− (cRiikk + cRkkii)

]
.

Therefore,

2
∑
i

τi,i = 2
∑
i 6=k

(cRiikk + cRkkii)− 2κ
n(n− 1)

2

= 2 (cScalω − nκ)− κn(n− 1) = 2cScalω − κn(n+ 1). (12.2.2)

From (12.11.3), it follows that∫
X

(
cScalω −

1

2
κn(n+ 1)

)
ωn = 2

∫
X
|τ |2ωn,

or equivalently, ∫
X

cScalω ω
n =

κn(n+ 1)

2

∫
X
ωn + 2

∫
X
|τ |2ωn.

�

Remark 12.2.12. We will exhibit further refinements of the above theorem in [60].

Corollary 12.2.13. Let (X,ω) be a compact Hermitian manifold with pointwise constant

Chern holomorphic sectional curvature cHSCω ≡ 0. If the total Chern scalar curvature of ω

vanishes, then ω is balanced. Further, there are three distinct cases:

(i) κX = −∞ and KX is unitary flat.

(ii) κX = −∞ and neither KX nor K−1
X are pseudoeffective.

(iii) κX = 0 and KX is holomorphically torsion.

Proof. If the holomorphic sectional curvature of ω vanishes identically, then 12.2.11

implies that the total Chern scalar curvature is non-negative. Assuming the total Chern

scalar curvature vanishes, we see that ω is balanced and, in particular, Gauduchon. From

[324, Theorem 1.4], there are the three cases (i)–(iii) in the statement. �
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Corollary 12.2.14. Let (X,ω) be a compact Hermitian manifold with pointwise constant

(Chern) holomorphic sectional curvature cHSCω ≡ 0. If the total Chern scalar curvature of

ω vanishes and ω is k–Gauduchon for some 1 ≤ k ≤ n− 1, then the metric is Chern-flat.

12.3. The Altered Holomorphic Sectional Curvature

It will be fruitful to introduce a variant of the holomorphic sectional curvature which is more

readily comparable to the other curvatures:

Definition 12.3.1. Let (X,ω) be a Hermitian manifold. The t–Gauduchon altered holomor-

phic sectional curvature is the function in any local unitary frame by

tH̃SCω(v) :=
1

|v|2ω

∑
α,γ

(
tRαᾱγγ̄ + tRαγ̄γᾱ

)
vαvγ ,

where v = (v1, ..., vn) ∈ Rn\{0}.

Remark 12.3.2. The (Chern) altered holomorphic sectional curvature was formally intro-

duced by the author and Kai Tang in [63], although it appeared implicitly in earlier works

(see, e.g., [326]).

Proposition 12.3.3. Let (X,ω) be a Hermitian manifold. The t–Gauduchon altered holo-

morphic sectional curvature tH̃SCω and t–Gauduchon holomorphic sectional curvature tHSCω

are comparable in the sense that they have the same sign.

Proof. Let {eα} be a local unitary frame for T 1,0X. The t–Gauduchon holomorphic

sectional curvature in the direction of u ∈ T 1,0X is given by

tHSCω(u) =
1

|u|4ω

∑
α,β,γ,δ

tRαβ̄γδ̄uαuβuγuδ.

Let A = (εAα ) ∈ Zn4 , where Z4 := Z/4Z, and set uA :=
∑

α ε
A
αeα. Then∑

A∈Zn4

tR(uA, uA, uA, uA) =
∑
A∈Zn4

∑
α,β,γ,δ

tRαβ̄γδ̄ε
A
αε

A
β ε

A
γ ε

A
δ = 4n

∑
α,γ

(
tRαᾱγγ̄ + tRαγ̄γᾱ

)
,

proving the claim. �

Although the (t–Gauduchon) holomorphic sectional curvature and (t–Gauduchon) altered

holomorphic sectional curvature are comparable, there is the following subtlety concerning

when they are (pointwise) constant:

Proposition 12.3.4. Let (X,ω) be a compact Hermitian manifold. If cHSCω ≡ κ, then for

any unit vector v ∈ Rn\{0},

c̃HSCω(v) = κ

1 +
∑

1≤i,k≤n
vivk

 .
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In particular, cHSCω ≡ κ and c̃HSCω ≡ κ if and only if κ = 0.

Proof. Write R for the Chern curvature tensor. Suppose the holomorphic sectional

curvature of ω is constant, equal to c. The Balas lemma [17] implies that in any unitary

frame, we have

Riikk +Rkiik +Rikki +Rkkii = 2κ.

Therefore, for i = j, k = `, and i 6= k, we have

Riikk +Rkiik +Rikki +Rkkii = 2κ.

For a unit vector v = (v1, ..., vn) ∈ Rn\{0}, we have∑
i 6=k

(Riikk +Rkiik +Rikki +Rkkii)vivk = 2κ
∑
i 6=k

vivk.

The expressions
∑

i 6=k(Riikk +Rkkii)vivk and
∑

i 6=k(Rkiik +Rikki)vivk are symmetric, hence,∑
i 6=k

(Riikk +Rikki)vivk = κ
∑
i 6=k

vivk.

Since, by definition, Riiii = κ, we have∑
1≤i,k≤n

(Riikk +Rikki)vivk = κ
∑
i 6=k

vivk + 2κ

n∑
i=1

v2
i

= κ

 ∑
1≤i,k≤n

vivk +
n∑
i=1

v2
i


= κ

1 +
∑

1≤i,k≤n
vivk

 ,

where the last equality uses the fact that v has unit length. �

12.4. The Monotonicity Formula

Using the altered holomorphic sectional curvature, we establish the following monotonicity

theorem for the t–Gauduchon holomorphic sectional curvature:

Theorem 12.4.1. Let (X,ω) be a Hermitian manifold. The t–Gauduchon altered holomor-

phic sectional curvature is given by

tH̃SCω = cH̃SCω −
(t− 1)2

4|v|2ω

∑
q

(
cT iiq

cT kkq + cT kiq
cT ikq

)
vivk. (12.4.1)

In particular, tH̃SCω ≤ cH̃SCω for all t ∈ R and equality holds if and only if t = 1.
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Proof. The altered holomorphic sectional curvature is given by the quadratic form-

valued function on the unitary frame bundle:

tH̃SCω(v) =
1

|v|4
∑
i,k

(tRiikk + tRikki)v
2
i v

2
k,

where v = (v1, ..., vn) ∈ Rn\{0}. We compute

tRiikk =
(1− t)

2

[
∂2gkk
∂zi∂zi

−
∂2gki
∂zi∂zk

−
∂2gik
∂zk∂zi

]
− (1 + t)

2

∂2gkk
∂zi∂zi

+
(1− t)2

4

∑
q

cT kiq
cT kqi +

t2

4

∑
q

cT qik
cT qik

tRikki =
(1− t)

2

[
∂2gki
∂zi∂zk

−
∂2gkk
∂zi∂zi

−
∂2gii
∂zk∂zk

]
− (1 + t)

2

[
∂2gki
∂zi∂zk

]
+

(1− t)2

4

∑
q

cT iiq
cT kqk +

t2

4

∑
q

cT qik
cT qki.

Therefore,

tRiikk + tRikki = −
∂2gii
∂zk∂zk

−
∂2gik
∂zk∂zi

− (1− t)2

4

∑
q

cT qik
cT qik −

(1− t)2

4

∑
q

cT iqi
cT kqk

= cRiikk + cRikki −
(1− s)2

4

∑
q

cT qik
cT qik −

(1− s)2

4

∑
q

cT iqi
cT kqk.

In particular, we see that (taking v to be of unit length for simplicity):

tH̃SCω(v) = cH̃SCω −
(1− s)2

4

∑
i,k,q

|cT qikvivk|
2 − (1− t)2

4

∑
i,k,q

cT iqi
cT kqkv

2
i v

2
k.

Since the two terms involving torsion are negative, the result follows. Finally, since the altered

holomorphic sectional curvature has the same sign as the holomorphic sectional curvature,

this proves the last claim. �

Corollary 12.4.2. Let (X,ω) be a Hermitian manifold. If tH̃SCω = sH̃SCω, then t = s,

t = 2− s, or ω is Kähler.

Since the altered holomorphic sectional curvature is comparable to the holomorphic sectional

curvature, the following useful consequences of the above monotonicity result are easily ob-

tained:

Corollary 12.4.3. Let (X,ω) be a Hermitian manifold.

(i) If cHSCω ≤ 0, then tHSCω ≤ 0 for all t ∈ R.

(ii) If tHSCω > 0 for some t ∈ R, then cHSCω > 0.
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12.5. Pinched Holomorphic Sectional Curvature

If one considers relaxations of the pinching of the holomorphic sectional curvature, we have

the following result due to Cao–Yang [79]:

Theorem 12.5.1. For any n ∈ N≥2, there is a positive constant ε = ε(n) > 0 such that any

compact Kähler manifold with 1
2 −ε ≤ HSCω ≤ 1 of (complex) dimension n is biholomorphic

to one of the following:

(i) Pn.

(ii) Pk × Pn−k.
(iii) An irreducible rank 2 compact Hermitian symmetric space of dimension n.

One of the most enlightening interpretations of the holomorphic sectional curvature is in

terms of holomorphic curves. The two main results concerning the holomorphic sectional

curvature in this respect are the following:

Theorem 12.5.2. Let (X,ω) be a Hermitian manifold with (Chern) holomorphic sectional

curvature bounded above by a negative constant cHSCω ≤ −κ < 0. Then X is Brody

hyperbolic.

Proof. Let f : C → X be a non-constant entire curve. Endow C with the Euclidean

metric ωC, and write ∆ωC for the ωC–trace of
√
−1∂∂̄. Then

∆ωC |∂f |
2 = |∇∂f |2 −Rααγγδijfαi f

β
j δ

pqfγp f
δ
q .

Choose a frame such that fαi = λiδ
α
i . Then

Rααγγf
α
i f

α
i f

γ
j f

γ
j = Rααγγλ

2
iλ

2
γ = Rααγγλ

4
α,

since ∂f has rank one. By the maximum principle, f is constant. �

Theorem 12.5.3. (Greene–Wu [147]). Let (X,ω) be a Hermitian manifold. Let r be the

distance (with respect to ω from a fixed point). If

cHSCω ≤ −
C

1 + r2
,

then X is Kobayashi hyperbolic.

Remark 12.5.4. The assumption in the above theorem cannot be significantly relaxed.

Indeed, Seshadri [263] showed that Cn supports a Kähler metric with holomorphic bisectional

curvature bounded above by −A[(1 + r2) log(2 + r)]−1. Of course, Cn is not Kobayashi

hyperbolic. In particular, the optimal exponent must lie in the interval
[

1
2 , 1
]
.
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Question 12.5.5. Let (X,ω) be a Hermitian manifold with

tHSCω ≤ −
C

(1 + rk)`

for some k, ` ∈ R. Determine the sharpest values of k, ` ∈ R such that X is Kobayashi

hyperbolic. Are these the same values that ensure that X is Brody hyperbolic?

The second significant result is due to Yang [323]:

Theorem 12.5.6. Let (X,ω) be a compact Kähler manifold with HSCω > 0. Then X is

rationally connected in the sense that any two points lie in this image of a rational curve.

12.6. Yang’s Notion of RC–positivity

The proof of the above theorem makes use of Yang’s notion of RC-positivity:

Definition 12.6.1. Let (E, h)→ X be a Hermitian holomorphic vector bundle over a com-

plex manifold X. Let Θh ∈ Ω1,1
X ⊗ End(E) be its Chern curvature tensor. We say that

(E, h) is RC–positive if for any non-zero local section σ ∈ H0(E), there exists a local section

v ∈ H0(T 1,0X) such that

Θ(E,h)(v, v, σ, σ) > 0.

Remark 12.6.2. The following results are straightforward (see, [323] for details):

(i) Quotient bundles of RC-positive bundles are RC-positive.

(ii) Subbundles of RC-negative bundles are RC-negative.

(iii) If (L, h) is RC-positive, then the dual bundle (L∗, h∗) (with the induced metric) is

RC-negative.

By [322, Corollary 1.9]:

Theorem 12.6.3. Let X be a projective manifold. Then the following are equivalent:

(i) X is uniruled1;

(ii) there exists a smooth Hermitian metric ω with cRicω having at least one positive

eigenvalue at each point;

(iii) KX is not pseudo-effective.

1A compact complex manifold is said to be uniruled if there is a rational curve passing through every

point.
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12.7. Positive Holomorphic Sectional Curvature and Rationally

Connectedness

Lemma 12.7.1. (Yang [323]). Let (X,ωg) be a compact Kähler manifold. Let e1 ∈ T 1,0
p X

be a unit vector which minimizes HSCωg at p ∈ X. Then for all v ∈ T 1,0
p X,

2R11vv ≥ (1 + |gv1|
2)R1111.

Proof. Let e2 ∈ T 1,0
p X be a unit vector orthogonal to e1. For ϑ ∈ R, set

f1(ϑ) := HSCωg(cos(ϑ)e1 + sin(ϑ)e2).

This expands to

f1(ϑ) = R1111 cos4(ϑ) +R2222 sin4(ϑ) + sin2(ϑ) cos2(ϑ) [4R1122 +R1212 +R2121]

+2 sin(ϑ) cos3(ϑ) [R1112 +R2111] + 2 cos(ϑ) sin3(ϑ) [R1222 +R2122] .

Since f1(ϑ) ≥ R1111 for all ϑ ∈ R and f1(0) = R1111, we see that f ′1(0) = 0 and f ′′1 (0) ≥ 0.

Computing the derivatives of f1(ϑ), we see that

f ′1(0) = 2(R1112 +R2111) = 0,

f ′′1 (0) = 2(4R1122 +R1212 +R2121)− 4R1111 ≥ 0.

Similarly, define

f2(ϑ) := HSCωg(cos(ϑ)e1 +
√
−1 sin(ϑ)e2).

This expands to

f2(ϑ) = R1111 cos4(ϑ) +R2222 sin4(ϑ) + sin2(ϑ) cos2(ϑ) [4R1122 −R1212 −R2121]

−2
√
−1 sin(ϑ) cos3(ϑ) [R1112 −R2111]− 2

√
−1 cos(ϑ) sin3(ϑ) [R1222 −R2122] .

We have f ′2(0) = 0 and f ′′2 (0) ≥ 0, and therefore,

f ′2(0) = −2(R1112 −R2111) = 0,

f ′′2 (0) = 2(4R1122 −R1212 −R2121)− 4R1111 ≥ 0.

Combining these relations with the ones inherited from f ′1(0) = 0 and f ′′1 (0) ≥ 0, we see that

R1112 = R1121 = 0, and 2R1122 ≥ R1111.

Let v ∈ T 1,0
p X be a unit vector. If v is parallel to e1, then

2R11vv = 2R1111 = (1 + |gv1|
2)R1111.

Consider, therefore, the case when v is not parallel to e1. Let e2 be the unit vector defined

by

e2 :=
v − gv1e1

|v − gv1e1|
.
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Then e2 is a unit vector orthogonal to e1 and v = αe1 + βe2, with α = gv1, β = |v − gv1e1|,
and |α|2 + |β|2 = 1. In particular, since R1112 = R1121 = 0, we have

2R11vv = 2|α|2R1111 + 2|β|2R1122.

Since 2R1122 ≥ R1111, we deduce that

2R11vv ≥ (2|α|2 + |β|2)R1111 = (1 + |α|2)R1111,

which yields the desired result. �

Remark 12.7.2. Let us remark that a similar argument, due to Brunebarbe–Klingler–Totaro

[66, Lemma 1.4] can be used to show that if (X,ω) is Kähler manifold with HSCω ≤ −κ0 < 0,

then there is a non-zero u ∈ TpX such that HBCω(u, v) ≤ −κ0
2 for all v ∈ T 1,0

p X\{0}.

From 12.7.1, we have the following:

Proposition 12.7.3. Let (Xn, ω) be a compact Kähler manifold with HSCω > 0. Then the

induced metric on Λp,0X if RC–positive and Hp,0

∂̄
(X) = 0 for all 1 ≤ p ≤ n.

Proof. Proceed by contradiction and suppose that Λp,0X , equipped with the metric in-

duced by ω, is not RC–positive. Then there is a point x0 ∈ X and a non-zero section

σ ∈ Ωp,0
X such that ΘΩp,0X (·, ·, σ, σ̄) ∈ Ω1,1

X is non-positive at x0 (in the sense of forms). Let

e1 ∈X 1,0(X) be the vector field which minimizes the holomorphic sectional curvature at x0.

By 12.7.1, we have

2R11vv ≥ (1 + |gv1|
2)R1111 > 0,

for all unit vectors v ∈ T 1,0
x0 X. Therefore R(e1, e1, ·, ·) > 0 at x0, which implies that

ΘΩp,0X (e1, e1, ·, ·) > 0 at x0, and gives the desired contradiction. The Bochner formula easily

implies that if Λp,0X is RC–positive, then Hp,0

∂̄
(X) = 0. �

We require the following lemma from [323, Theorem 1.3]:

Theorem 12.7.4. Let X be a compact complex manifold. Let E → X be an RC–positive

vector bundle. Then for any vector bundle A, there is a positive integer c = c(A,E) such

that

H0(X,Sym⊗`E∗ ⊗A⊗k) = 0

for ` ≥ c(k + 1) and k ≥ 0. Moreover, if X is a projective manifold, then any invertible

subsheaf F of OX(E∗) is not pseudo-effective.

Proof of 12.5.6. The key point is that positive holomorphic sectional curvature implies

that (ΛpTX,Λpω) is RC-positive for all 1 ≤ p ≤ dim(X). For p = 2, this implies that X

is projective by Kodaira’s projectivity criterion. By 12.7.4, if (ΛpTX,Λpω) is RC-positive
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for all 1 ≤ p ≤ dim(X), then any invertible sheaf L ⊂ Ωp
X cannot be pseudo-effective2. In

particular, taking L = KX , the canonical bundle is not pseudo-effective, and therefore, X is

not uniruled. Let π : X −→ Z be the associated MRC fibration 7.14.1, which, after resolving

the singularities of π and Z, we may assume that π is a proper morphism with Z smooth.

There are two cases:

(i) Z is a point, or

(ii) Z is a positive-dimensional variety which is uniruled.

In case (i) X is rationally connected. In case (ii) KZ is pseudo-effective, and thus exhibits

a pseudo-effective invertible sheaf π∗KZ ⊂ Ω
dim(Z)
X . Hence, from the above discussion, case

(ii) cannot occur, and X must be rationally connected. �

Remark 12.7.5. The above result is false for compact Hermitian manifolds with positive

Chern holomorphic sectional curvature: The Boothby metric ω0 on the Hopf manifold S3×S1

has cHSCω0 > 0, but S3× S1 has no rational curves P1 → S3× S1. Indeed, since P1 is simply

connected, any rational curve P1 → S3×S1 lifts to the universal cover P1 → C2\{0}. However,

any such holomorphic map is constant.

The monotonicity result for the Gauduchon–Holomorphic sectional curvature indicates that
cHSCω > 0 is the weakest condition on the Gauduchon holomorphic sectional curvature. It

is, therefore, natural to ask the following:

Question 12.7.6. Let (X,ω) be a compact Hermitian manifold. If there is a range of t ∈ R
such that tHSCω > 0 implies that X is projective and rationally connected?

Not much is known about manifolds that admit metrics of positive holomorphic sectional

curvature. For instance, we have the following question raised by Yau [332]:

Question 12.7.7. (Yau). If a projective manifold is obtained from blowing up a compact

manifold with positive holomorphic sectional curvature along a subvariety, does it support

a metric with positive holomorphic sectional curvature? In general, can we find a geometric

criterion to distinguish the concepts of unirationality and rationality?

Even the following special case of the above question remains unknown:

Question 12.7.8. Does the blow-up of P2 at two points admit a Kähler metric with positive

holomorphic sectional curvature?

Remark 12.7.9. We do know, however, by an old result of Tsukamoto [300] that a compact

Kähler manifold with HSCω > 0 is simply connected. Ni–Zheng [231] extended Tsukamoto’s

argument to show that any holomorphic isometry of a compact Kähler manifold with HSCω >

0 necessarily has a fixed point.

2Recall that a line bundle L→ X is said to be pseudo-effective if L admits a singular Hermitian metric

h such that Θ(L,h) is semi-positive in the sense of currents.
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12.8. Non-Negative (Chern) Holomorphic Sectional Curvature

The following result for non-negative (Chern) holomorphic sectional curvature was obtained

by Wang–Yang [308]:

Theorem 12.8.1. Let (X,ω) be a compact Hermitian manifold with cHSCω ≥ 0. If the

(Chern) holomorphic sectional curvature is not identically zero, then

(i) there is a Gauduchon metric ωG on X such that∫
X

Ric(1)
ωG
∧ ωn−1

G > 0.

(ii) KX is not pseudo-effective.

(iii) There exists a Hermitian metric on K−1
X that is RC-positive.

If, in addition, X is projective, then X is uniruled.

12.9. Hitchin’s Hodge metrics on Hirzebruch Surfaces

In [169], Hitchin investigated a curvature characterization of rational surfaces. He showed

that every Hirzebruch surface admits a Kähler metric with positive holomorphic sectional

curvature:

Example 12.9.1. (Hitchin). Let Fn := P(OP1(n)⊕OP1) denote the nth Hirzebruch surface.

Let z1 denote an inhomogeneous coordinate on an open subset of the base P1. A point

w ∈ OP1(n)⊕ OP1 can be represented by coordinates w1, w2 in the fiber direction as

w =
(
z1, w1(dz1)−

n
2 , w2

)
,

where (dz1)−1 is understood as a section of TP1 = OP1(2). After projectivization, each fiber

carries the inhomogeneous coordinate z2 = w2/w1. For a positive real number α ∈ R+, the

metric

ωα :=

√
−1

2
∂∂̄
[
log(1 + |z1|2) + α log((1 + |z1|2)n + |z2|2)

]
is globally well-defined on Fn.

Theorem 12.9.2. ([169, 7]). The holomorphic sectional curvature of (Fn, ωα) is positive

for each n ∈ N.

Remark 12.9.3. The above result of Hitchin’s, together with 7.10.2, shows that the existence

of a Kähler metric with positive holomorphic sectional curvature does not imply that there

exists a Kähler metric (or Hermitian metric) with positive (first Chern) Ricci curvature. We

will discuss this further in relation to the positive analog of the Wu–Yau theorem.

The above result was extended by Yang–Zheng in [327]:
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Theorem 12.9.4. Let Fn,k := P(OPn−1(k) ⊕ OPn−1) denote the kth Hirzebruch manifold

(of dimension n). In each Kähler class, there is a Kähler metric with positive holomorphic

sectional curvature. Moreover, the space of all U(n)–invariant Kähler metrics with positive

holomorphic sectional curvature on Fn,k is path connected.

Question 12.9.5. Are there Hermitian metrics of positive second (or third) Chern–Ricci

curvature on Fn for all n ∈ N? Are there metrics of positive weighted orthogonal Ricci

curvature on Fn? If so, are the parameters constrained?

12.10. The Real Bisectional Curvature and Altered Real Bisectional

Curvature

From considerations of the Schwarz lemma in the Hermitian category, Yang–Zheng [326] (see

also [200]) introduced the following curvature (c.f., 13.7.1):

Definition 12.10.1. Let (X,ω) be a Hermitian manifold. The t–Gauduchon real bisectional

curvature tRBCω is the function

tRBCω : FX × Rn\{0} −→ R, tRBCω(v) :=
1

|v|2
∑
α,γ

tRααγγvαvγ .

Here, FX denotes the unitary frame bundle, tRαβγδ denote the components of the t–Gauduchon

curvature tensor with respect to the local unitary frame, and v = (v1, ..., vn) ∈ Rn\{0}. We

say that tRBCω ≤ κ if max(e,λ)∈FX×Rn\{0}
tRBCω(e, λ) ≤ κ. Similar definitions apply for

tRBCω ≥ κ and tRBCω ≡ κ.

Remark 12.10.2. If we let v ∈ T 1,0X and choose a local unitary frame {eα} for T 1,0X

such that v is parallel to e1, then with respect to this frame, we have tRBCω(v) = tR1111 =
tHSCω(v). Hence, the (t–Gauduchon) real bisectional curvature dominates the (t–Gauduchon)

holomorphic sectional curvature.

Remark 12.10.3. From the definition of the t–Gauduchon altered holomorphic sectional

curvature, we see that if the metric is t–Gauduchon Kähler-like, then tHSCω and tRBCω are

comparable.

Remark 12.10.4. The (Chern) real bisectional curvature is not strong enough to dominate

the (Chern) Ricci curvatures. A local example was constructed in [326].

12.11. Pointwise Constant (Altered) Real Bisectional Curvature

Proposition 12.11.1. Let (X,ω) be a compact Hermitian manifold with pointwise constant

Chern real bisectional curvature cRBCω ≡ κ. Then κ ≤ 0.

Motivated by the above definition, and the altered holomorphic sectional curvature, the

author, joint with Kai Tang [63], introduced the following definition:
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Definition 12.11.2. Let (X,ω) be a Hermitian manifold. The t–Gauduchon altered real

bisectional curvature tR̃BCω is the function

tR̃BCω : FX × Rn\{0} −→ R, tR̃BCω(v) :=
1

|v|2
∑
α,γ

tRαγγαvαvγ .

Remark 12.11.3. Like the real bisectional curvature, the altered real bisectional curvature

dominates the holomorphic sectional curvature: Indeed, for any unit (1, 0)–tangent vector

u ∈ T 1,0M , we can choose a unitary frame e = {e1, ..., en} such that u is a scalar multiple of

e1. Taking v = (v1, ..., vn) = (1, 0, ..., 0) then gives

R̃BCω(v) =
n∑

α,γ=1

Rαγγαvαvγ = R1111 = HSCω(u).

As we will see in the next section, the altered real bisectional curvature will play a valuable

computational role in the Schwarz lemma.

Proposition 12.11.4. Let (X,ω) be a Hermitian manifold. Then R̃BCω ≡ κ is equivalent

to

Rk`stξktξs` = κtr(ξ2),

for any Hermitian matrix ξ = (ξij).

Proof. For a fixed local unitary frame e = {e1, ..., en}, any other unitary frame is given

by fk = Akjej , where A = (Akj) is a unitary matrix. Write

R(fi, fi, fj , fj)vivj = R(Aikek, Aj`e`, Ajses, Aitet)vivj

=
∑

i,j,k,`,s,t

(viAikAit)(vjAjsAj`)Rk`st =
∑

ξktξs`Rk`st,

where we set ξkt :=
∑n

i=1 viAikAit. Note that ξ = (ξkt) defines a Hermitian matrix. The

condition R̃BCω ≡ κ is therefore equivalent to∑
ξktξs`Rk`st = κ

∑
s

v2
s

= κ
∑
s,m

vsvmδsmδms

= κ
∑
s,m

vsvmAsiAmiAmtAst

= κ
∑
s,m,i,t

(vsAsiAst)(vmAmtAmi) = κ
∑
i,t

ξitξti = κtr(ξ2).

�

In [326], it was shown that the if the Chern real bisectional curvature is pointwise constant
cRBCω ≡ κ, then κ ≤ 0. For the altered real bisectional curvature, we have the following:
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Theorem 12.11.5. Let (X,ω) be a compact Hermitian manifold with pointwise constant

Chern altered real bisectional curvature cR̃BCω ≡ κ for some κ ∈ R. Then κ ≥ 0. Further,

if κ = 0, then ω is balanced with vanishing first, second, and third Ricci curvatures. In

particular, if n = 3 and cR̃BCω ≡ 0, then ω is Chern-flat.

Proof. Let τ =
∑

j τjϕj =
∑

i,j
cT iijϕj denote the (Chern) torsion (1, 0)–form (with

respect to a unitary coframe {ϕ1, ..., ϕn}. Let αk =
∑

i,j
kT kijϕi ∧ ϕj denote the (Chern)

torsion (2, 0)–forms. From the Bianchi identity 9.10.8, we have

2cT k
ij,`

= cRjlik −
cRiljk. (12.11.1)

Setting k = i and summing over k gives

2τj,i =
∑
k

(cRjikk −
cRkijk), (12.11.2)

where the comma denotes covariant differentiation with respect to c∇. Since ∂(ωn−1) =

−2τ ∧ ωn−1 and X is compact, integrating gives∫
X

(∑
i

τi,i

)
ωn = 2

∫
X
|τ |2ωn. (12.11.3)

In a similar manner to [326], if cR̃BCω ≡ κ then

cRiikk + cRkkii = 2κ, cRijk` + cRk`ij = 0.

Hence,

2
∑
i

τi,i =
∑
i,k

(cRiikk −
cRkiik) =

∑
i 6=k

(cRiikk −
cRkiik)

=
∑
i 6=k

(2κ− cRkkii + cRikki)

= 2κn(n− 1)−
∑
i 6=k

(cRkkii −
cRikki)

= 2κn(n− 1)− 2κ
∑
i

τi,i,

which implies that ∑
i

τi,i =
1

2
κn(n− 1).

The remaining claims follow from [326, §3]. �

More generally, if the real bisectional curvature coincides with the altered real bisectional

curvature, the metric is balanced:
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Proposition 12.11.6. Let (X,ω) be a Hermitian manifold. If

cRBCω ≡ cR̃BCω,

then ω is balanced.

Proof. Suppose cRBCω ≡ cR̃BCω at every point on X. Then for any local unitary

frame, and any vectors u = (u1, ..., un) ∈ Rn\{0} and v = (v1, ..., vn) ∈ Rn\{0}, we have

1

|v|2
∑
α,γ

cRααγγvαvγ =
1

|u|2
∑
α,γ

cRαγγαuαuγ .

Taking u = v = 1√
n

(1, ..., 1) gives

cScalω =
∑
α,γ

cRααγγ =
∑
α,γ

cRαγγα = cS̃calω.

By the well-known balanced criterion 10.5.4 of equality of the scalar curvatures, ω is balanced.

�

Theorem 12.11.7. Let (X,ω) be a Hermitian manifold.

(i) If cR̃BCω ≡ κ for some κ ∈ R, then cRBCω ≥ 0 if κ > 0, or cRBCω ≤ 0 if κ < 0.

(ii) If cRBCω ≡ κ for some κ ∈ R, then cR̃BCω ≥ 0 if κ > 0, or cR̃BCω ≤ 0 if κ < 0.

In particular, if X is compact, then cRBCω ≡ κ1 and cR̃BCω ≡ κ2 if and only if κ1 = κ2 = 0.

Proof. For the case (i), fix a local unitary frame e = {e1, ..., en}. If the Chern altered

real bisectional curvature is pointwise constant cR̃BCω ≡ κ, then

cRiikk + cRkkii = 2κ, cRijk` + cRk`ij = 0.

For the (Chern) real bisectional curvature, we have

cRBCω(v) =
1

|v|2
∑
α,γ

cRααγγvαvγ

=
1

|v|2

(∑
α<γ

(cRααγγ + cRγγαα)vαvγ +
∑
α

cRααααv
2
α

)

=
1

|v|2

(
2κ
∑
α<γ

vαvγ + κ
∑
α

v2
α

)

=
κ

|v|2

∑
α 6=γ

vαvγ +
∑
α

v2
α


=

κ

|v|2
(v1 + · · ·+ vn)2.

This proves case (i); the proof of case (ii) is similar. �
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12.12. Positive Real Bisectional Curvature and Rationally Connectedness

We will see in the next section that the real bisectional curvature plays an important role

in the Schwarz lemma. The following result due to Kai Tang [282] shows that Yang’s result

[323] can be extended to the Hermitian category under the stronger assumption of positive

real bisectional curvature:

Theorem 12.12.1. Let (X,ω) be a compact Hermitian manifold of (complex) dimension

n > 2. Suppose cRBCω > 0. Then

h1,0 = h2,0 = hn−1,0 = hn,0 = 0.

In particular, if X is Kähler, then X is projective. Moreover, if n = 3, then X is rationally

connected.

In light of these results, let us pose the following questions:

Question 12.12.2. Let (X,ω) be a compact Hermitian manifold with positive Chern real

bisectional curvature cRBCω > 0. Is X projective or rationally connected?

Similarly, we ask the corresponding question for the (Chern) altered real bisectional curvature:

Question 12.12.3. Let (X,ω) be a compact Hermitian manifold with positive Chern altered

real bisectional curvature cR̃BCω > 0. Is X projective or rationally connected?

Of course, there is no particular reason for isolating the Chern real bisectional curvature and

altered real bisectional curvature. In fact, by considering the montonicity theorem for the

t–Gauduchon altered holomorphic sectional curvature 12.4.1 it is more natural to pose these

questions for the t–Gauduchon real bisectional curvature and altered real bisectional:

Question 12.12.4. Let (X,ω) be a compact Hermitian manifold. Is there a range of t ∈ R
such that tRBCω > 0 (or tR̃BCω > 0) implies that X is projective or rationally connected?
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CHAPTER 13

The Schwarz Lemma in Kähler and Non-Kähler Geometry

Let f : (X,ωg)→ (Y, ωh) be a holomorphic between Hermitian manifolds. A Schwarz lemma

is an estimate on the pointwise norm squared1 of the derivative of f , i.e., an estimate on |∂f |2,

in terms of the curvature of the source manifold (X,ωg) and the target manifold (Y, ωh).

13.1. A Novel Bochner Formula

One of the pieces of propaganda in [52, 53] is that a Schwarz lemma arises from the coales-

cence of a Bochner formula and a maximum principle. As a consequence, we start by proving

the following novel (and very general) Bochner formula:

Theorem 13.1.1. Let (E, h) −→ X be a holomorphic vector bundle over a complex manifold

X. Let ∇ be a Hermitian connection on E with curvature Θ = Θ(E,∇). Then for any

holomorphic section σ ∈ H0(E), we have

∆(E,∇)|σ|2h = 2Re{∇1,0∇0,1σ, σ} − {σ,Ric
(2)
∇ σ}+ |∇1,0σ|2 + |∇0,1σ|2,

where Ric
(2)
∇ is the endomorphism given by tracing over the differential form part of Θ1,1 and

{·, ·} is an alternative notation for the Hermitian form h.

Proof. Let (z1, ..., zn) denote local holomorphic coordinates on X, and let {e1, ..., er} be

a local holomorphic frame for E. The components of a Hermitian metric h on E are denoted

hαβ = h(eα, eβ). If σ = σαeα is a holomorphic section of E, then

|σ|2h := hαβσ
ασβ.

Since the connection ∇ is compatible with h, we have

∇i∇j |σ|
2
h = hαβ(∇i∇jσ

α)σβ + hαβ(∇i∇jσ
β)σα

+hαβ(∇iσα)(∇jσ
β) + hαβ(∇iσβ)(∇jσ

α).

We have the following commutation formula

∇i∇jσ
α −∇j∇iσ

α = −Θ α
jiγ

σγ . (13.1.1)

1In the harmonic map literature, this would be referred to as the energy density.

234
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Hence,

∇i∇j |σ|
2
h = hαβ(∇i∇jσ

α)σβ + hαβ(∇j∇iσ
β)σα − hαβΘ β

jiγ
σγσα

+hαβ(∇iσα)(∇jσ
β) + hαβ(∇iσβ)(∇jσ

α).

Summing over i = j, and choosing coordinates such that hαβ(x0) = δαβ(x0) at a point

x0 ∈ X, we get

∇i∇i|σ|
2
h = (∇i∇iσ

α)σα + (∇i∇iσ
α)σα −Θ

iiγα
σγσα

+(∇iσα)(∇iσ
α) + (∇iσα)(∇iσ

α)

= 2Re
{

(∇1,0∇0,1σ)σ
}
− {σ,Ric

(2)
∇ σ}+ |∇1,0σ|2 + |∇0,1σ|2.

�

Since∇0,1σ = ∂̄f in the case that∇ is the Chern connection, we have the following immediate

corollary:

Corollary 13.1.2. Let (E, h) −→ (X,ωg) be a holomorphic vector bundle over a Hermitian

manifold (X,ωg). Let ∇ denote the Chern connection on E. Then for any holomorphic

section σ ∈ H0(E), we have

∆ωg |σ|2h = |∇1,0σ|2 −
√
−1{Θ(E,h)σ, σ}.

When σ = ∂f , and E = Ω1,0
X ⊗ f∗T 1,0Y , we have

√
−1∂∂|∂f |2 = 〈∇1,0∂f,∇1,0∂f〉 −

√
−1〈ΘΩ0,1

X ⊗f
∗T 1,0Y ∂f, ∂f〉. (13.1.2)

Since the curvature of the tensor product of bundles splits additively, we get opposing con-

tributions to the curvature from the source, and target metrics:

ΘΩ1,0
X ⊗f

∗T 1,0Y = −ΘT 1,0X ⊗ id + id⊗ f∗ΘT 1,0Y . (13.1.3)

13.2. The Chern–Lu Formula

Taking the trace of (13.1.2) with respect to ωg, we recover the Chern–Lu formula [96, 212]:

Theorem 13.2.1. Let f : (X,ωg) → (Y, ωh) be a holomorphic map between Hermitian

manifolds. Then

∆ωg |∂f |2 = |∇∂f |2 + cRic
(2)

k`
gkqgp`hαβf

α
p f

β
q (13.2.1)

−cR̃αβγδ
(
gijfαi f

β
j

)(
gpqfγp f

δ
q

)
,

where cRic(2) denotes the second Chern–Ricci curvature of ωg and cR̃ denotes the Chern

curvature tensor of ωh.
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13.3. Royden’s Polarization Argument

It is clear that to apply the Bochner technique to (13.2.1), we require a lower bound on the

second Chern–Ricci curvature of the source manifold and an upper bound on the curvature

of the target manifold. To refine our understanding of the target curvature term in (13.2.1),

we recall the following polarization result due to Royden [253]:

Theorem 13.3.1. (Royden). Let ξ1, ..., ξν be othogonal tangent vectors. Let S(ξ, η, ζ, ω) be

a symmetric bi-Hermitian form in the sense that

S(ξ, η, ζ, ω) = S(ζ, η, ξ, ω), and S(η, ξ, ω, ζ) = S(ξ, η, ζ, ω).

If S(ξ, ξ, ξ, ξ) ≤ κ‖ξ‖4, then

∑
α,β

S(ξα, ξα, ξβ, ξβ) ≤ κ

2

(∑
α

‖ξα‖2
)2

+
∑
α

‖ξα‖4
 .

Further, if κ ≤ 0, then∑
α,β

S(ξα, ξα, ξβ, ξβ) ≤ κ
n+ 1

2n

(∑
α

‖ξα‖2
)2

.

Proof. For any A ∈ Zn4 , write A = {ε1, ..., εn} with ε4
α = 1 for each α. Set ξA :=∑

α εαξα. Then ‖ξA‖2 =
∑

α ‖ξα‖2, and therefore,

S(ξA, ξA, ξA, ξA) ≤ κ

(∑
α

‖ξα‖2
)2

.

Write

κ

(∑
α

‖ξα‖2
)2

≥ 1

4n

∑
A

S(ξA, ξA, ξA, ξA)

=
1

4n

∑
A

εαεβεγεδS(ξα, ξβ, ξγ , ξδ)

=
∑
α

S(ξα, ξα, ξα, ξα) +
∑
α 6=γ

S(ξα, ξα, ξγ , ξγ) + S(ξα, ξγ , ξγ , ξα).

Symmetry of S implies∑
α

S(ξα, ξα, ξα, ξα) + 2
∑
α 6=γ

S(ξα, ξα, ξγ , ξγ) ≤ κ

(∑
α

‖ξα‖2
)2

,

and

2
∑
α,γ

S(ξα, ξα, ξγ , ξγ) ≤ κ

(∑
α

‖ξα‖2
)2

+
∑
α

‖ξα‖4
 .
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Since n
∑

α ‖ξα‖4 ≥
(∑

α ‖ξα‖2
)2

, we get

∑
α,γ

S(ξα, ξα, ξγ , ξγ) ≤ κ
n+ 1

2n

(∑
α

‖ξα‖2
)2

.

�

13.4. Hermitian Source and Chern Kähler-Like Target

Applying this polarization argument to the target curvature term, assuming the metric is

Kähler, shows that the target curvature term can indeed be controlled by the holomorphic

sectional curvature [253, 331, 326, 52, 53]:

Theorem 13.4.1. Let f : (X,ωg) → (Y, ωh) be a holomorphic map between Hermitian

manifolds. Assume there are constants C1, C2 ∈ R such that

cRic(2)
ωg ≥ −C1ωg − C2f

∗ωh.

Let ωh be a (Chern) Kähler-like metric with cHSCωh ≤ κ0, for some κ0 ∈ R. Then for κ0 ≥ 0,

∆ωg |∂f |2 ≥ −C1|∂f |2 − (C2 + κ0)|∂f |4, (13.4.1)

while for κ0 ≤ 0,

∆ωg |∂f |2 ≥ −C1|∂f |2 −
(
C2 +

(n+ 1)κ0

2n

)
|∂f |4. (13.4.2)

Proof. Suppose cRic
(2)
ωg ≥ −C1ωg − C2f

∗ωh for some constants C1, C2 ∈ R. Then

cRic
(2)

k`
gkqgp`hαβf

α
p f

β
q ≥ −C1gk`g

kqgp`hαβf
α
p f

β
q − C2hγδf

γ
k f

δ
` g

kqgp`hαβf
α
p f

β
q .

Choose the local frame such that at both metrics are Euclidean at a point and fαi = λiδ
α
i ,

where λ1 ≥ λ2 ≥ · · · ≥ λr ≥ λr+1 = · · · = λn = 0. Then

−C1gk`g
kqgp`hαβf

α
p f

β
q − C2hγδf

γ
k f

δ
` g

kqgp`hαβf
α
p f

β
q = −C1λ

2
α − C2λ

4
α

≥ −C1|∂f |2 − C2|∂f |4.

For the target curvature term, we apply Royden’s polarization argument to deduce that if
cHSCωh ≤ κ0, then in the frame we considered before, we have

cR̃h
αβγδ

gijfαi f
β
j g

pqfγp f
δ
q =

∑
α,γ

cR̃ααγγλ
2
αλ

2
γ ≤

κ0

2

(∑
α

λ2
α

)2

+
∑
α

λ4
α

 .

If κ0 ≥ 0, then

κ0

2

(∑
α

λ2
α

)2

+
∑
α

λ4
α

 ≤ κ0

(∑
α

λ2
α

)2

= κ0|∂f |2.
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If κ0 ≤ 0, then ∑
α,γ

cRhααγγλ
2
αλ

2
γ ≤

(n+ 1)κ0

2n
|∂f |4.

�

Corollary 13.4.2. Let f : (X,ωg) → (Y, ωh) be a holomorphic map between Hermitian

manifolds such that X is compact. Assume there are constants C1, C2 ∈ R such that

cRic(2)
ωg ≥ −C1ωg − C2f

∗ωh.

Let ωh be a (Chern) Kähler-like metric with cHSCωh ≤ κ0 < −C2. Then

|∂f |2 ≤ − C1

C2 + κ0
.

In particular, if cRic
(2)
ωg ≥ εf∗ωh for some ε > 0 and cHSCωh ≤ ε, then f is constant.

Remark 13.4.3. The above result is a refinement on the existing Schwarz lemmas which are

known in the literature. It is well-known that it suffices to assume the target metric is (Chern)

Kähler-like to ensure that Royden’s polarization argument 13.3.1 holds. In the existing

forms of the Schwarz lemma, however, the lower bound on the second Chern–Ricci curvature

required the coefficient of f∗ωh to be non-negative (see, e.g., [326, 315]). This assumption,

as we just showed, however, is superfluous. Let us emphasize that cRic
(2)
ωg ≥ εf∗ωh is weaker

than cRic
(2)
ωg ≥ εωg.

13.5. Gauduchon Partially Kähler-Like Metrics

In [60, 61], the author, joint with James Stanfield, introduced the following class of manifolds:

Definition 13.5.1. Let (X,ω) be a Hermitian manifold. We say that ω is Gauduchon

partially Kähler-like if
tRic(1)

ω = tRic(2)
ω .

Example 13.5.2. Kähler metrics are certainly partially Kähler-like. Moreover, Gauduchon

Kähler-like metrics are Gauduchon partially Kähler-like. More examples and properties of

this class of manifolds are given in [60, 61].

13.6. Chern Partially Kähler-Like Source and Chern Kähler-Like Target

With this definition in place, we can rephrase the above Schwarz lemma:

Proposition 13.6.1. Let f : (X,ωg) → (Y, ωh) be a holomorphic map from a compact

partially Chern Kähler-like manifold into a Chern Kähler-like Hermitian manifold. Assume

cRic(1)
ωg ≥ −C1ωg − C2f

∗ωh
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and cHSCωh ≤ −κ0 < −C2. Then

|∂f |2 ≤ − C1

C2 + κ0
.

Remark 13.6.2. Phrasing the assumption on the source metric ωg in terms of the first

Chern–Ricci curvature in place of the second Chern–Ricci curvature is of growing importance

in the non-Kähler Hermitian setting. Indeed, the first Chern–Ricci curvature, in contrast with

the second Chern–Ricci curvature, is governed by a complex Monge–Ampère equation.

We want to further understand the target curvature term arising in the Schwarz lemma when

the Chern curvature tensor of the target metric does not have the symmetries of the Kähler

curvature tensor. Recall that the (Chern) holomorphic sectional curvature is sufficient to

control the target curvature term because of Royden’s polarization argument 13.3.1. In this

direction, let us ask the following:

Question 13.6.3. Royden’s polarization argument makes use of a polarization identity com-

ing from multi-linear algebra. There are many such polarization identities. Can Royden’s

idea be extended by employing different polarization identities?

To understand precisely what the target curvature term is in the Schwarz lemma, we consider

the following:Choose coordinates (z1, ..., zn) centered at a point p ∈ X and (w1, ..., wn) at

f(p) ∈ Y such that gij = δij and hαβ = δαβ at p and f(p), respectively. If f = (f1, ..., fn),

then with fαi = ∂fα

∂zi
, the coordinates can be chosen such that fαi = λiδ

α
i , where λ1 ≥ λ2 ≥

· · · ≥ λr ≥ λr+1 = · · · = 0, and r is the rank of ∂f = (fαi ). Hence, the target curvature term

reads

gijgpq
(
cR̃αβγδ

)
fαi f

β
j f

γ
p f

δ
q =

∑
α,γ

(
cR̃ααγγ

)
λ2
αλ

2
γ . (13.6.1)

13.7. Yang–Zheng Hermitian Schwarz Lemma

In particular, we recover the (Chern) real bisectional curvature [326]. We therefore have the

following Schwarz lemma due to Yang–Zheng [326]:

Theorem 13.7.1. Let f : (X,ωg) → (Y, ωh) be a holomorphic map between Hermitian

manifolds such that X is compact. Assume there are constants C1, C2 ∈ R such that

cRic(2)
ωg ≥ −C1ωg − C2f

∗ωh.

Let ωh be a Hermitian metric with cRBCωh ≤ κ0 < −C2. Then

|∂f |2 ≤ − C1

C2 + κ0
.

In particular, if cRic
(2)
ωg ≥ εf∗ωh for some ε > 0 and cRBCωh ≤ ε, then f is constant.
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Remark 13.7.2. The above statement is a small refinement of the statement that appears

in [326]. Indeed, Yang–Zheng assume that C2 ≥ 0.

Remark 13.7.3. The nature of the (Chern) real bisectional curvature is troubling. As

we saw in 12.10.3, for a Kähler-like metric, it is comparable to the holomorphic sectional

curvature. However, for a general Hermitian metric, the real bisectional curvature strictly

dominates the holomorphic sectional curvature. The frame dependence of the real bisectional

curvature is an undesirable feature of the present state of affairs, similar to the Quadratic

Orthogonal Bisectional Curvature. Even within a fixed frame, the expression for the real

bisectional curvature is difficult to draw meaning from.

13.8. The Aubin–Yau Inequality

To obtain insight into the real bisectional curvature, we consider not just the Chern–Lu in-

carnation of the Schwarz lemma, but the Aubin–Yau inequality. All forms of the Schwarz

lemma so far have arisen (more or less) from applying the maximum principle to (13.2.1)

or (13.4.1). If we additionally assume that f is biholomorphic, however, we have another

Laplacian at our disposal; namely, the target metric Laplacian: ∆ωh = trωh
√
−1∂∂. The

Schwarz lemma with the target metric Laplacian was first considered in [15, 329], and hence

is referred to as the Aubin–Yau second-order estimate (c.f., [254]):

Let f : (X,ωg) → (Y, ωh) be a holomorphic map, biholomorphic onto its image. From the

Bochner formula 13.1.2, we see that
√
−1∂∂̄|∂f |2 = 〈∇∂f,∇∂f〉 −

√
−1〈ΘΩ1,0

X ⊗f
∗T 1,0Y ∂f, ∂f〉. (13.8.1)

Taking the trace of (13.8.1) with respect to the target metric ωh, we see that, in coordinates,

hγδ∂γ∂δ

(
gijhαβf

α
i f

β
j

)
= hγδgijhαβf

α
ikf

β
j`(f

−1)kγ(f−1)`δ − g
ijcR̃ic

(2)

αβf
α
i f

β
j (13.8.2)

+hγδgiqgpj
(
cRk`pq

)
hαβf

α
i f

β
j (f−1)kγ(f−1)`δ.

As before, the first term on the right-hand side is the second fundamental form of f , and

the second term is (minus the) second Chern–Ricci curvature of ωh. This time, we want to

understand

hγδgiqgpj
(
cRk`pq

)
hαβf

α
i f

β
j (f−1)kγ(f−1)`δ.

Again, choose coordinates at p and f(p) such that gij = δij , hαβ = δαβ, and fαi = λiδ
α
i . Then

hγδgiqgpj
(
cRk`pq

)
hαβf

α
i f

β
j (f−1)kγ(f−1)`δ =

∑
i,k

cRiikk
λ2
i

λ2
k

. (13.8.3)

This is not controlled by the real bisectional curvature (what is the vector here?).
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13.9. The Schwarz Bisectional Curvature

Recall that the quantity arising in the Chern–Lu inequality is

gijgpq
(
cR̃αβγδ

)
fαi f

β
j f

γ
p f

δ
q =

∑
α,γ

cR̃ααγγλ
2
αλ

2
γ , (13.9.1)

where λ2
1 ≥ λ2

2 ≥ · · ·λ2
r ≥ λ2

r+1 = · · · = 0, with r = rank(∂f).

For the Aubin–Yau inequality, we want to estimate (from below) the quantity:

hγδgiqgpjcRk`pqhαβf
α
i f

β
j (f−1)kγ(f−1)`δ =

∑
i,k

cRiikk
λ2
i

λ2
k

. (13.9.2)

Let Γ+ := {(x1, ..., xn) ∈ Rn+ : x1 ≥ x2 ≥ · · · ≥ xn > 0} denote the cone of ordered positive

n-tuples. For a vector v ∈ Γ+, we denote by uv := v−1
◦ the vector which inverts v with

respect to the Hadamard product. That is, if v = (v1, ..., vn) ∈ Γ+, then uv = (v−1
1 , ..., v−1

n ).

Then a bound on (13.9.2) translates to a bound on the generalized Rayleigh quotient:

Definition 13.9.1. Let (X,ω) be a Hermitian manifold. Define the (t–Gauduchon) Schwarz

bisectional curvature

tSBCω : FX × Γ+ −→ R, tSBCω(v) := utvRv,

where R is the matrix with entries Rαγ := tRααγγ with respect to the local unitary frame.

We say that the Schwarz bisectional curvature is bounded below if it is bounded below for

all vectors and all frames. Similar definitions are made for bounded above, constant, etc.,

with the apparent modifications.

13.10. Hermitian Aubin–Yau Inequality

Theorem 13.10.1. (Hermitian Aubin–Yau). Let f : (Xn, ωg) −→ (Y, ωh) be a holomorphic

map between compact Hermitian manifolds, which is biholomorphic onto its image. Assume
cSBCωg ≥ −κ0 and cRic

(2)
ωh ≤ −C1ωh+C2(f−1)∗ωg for κ0, C1, C2 constants such that C1 > 0,

|∂f |2 ≤ n(C2 + κ0)

C1
.

Proof. From 13.8.2, we have

hγδ∂γ∂δ

(
gijhαβf

α
i f

β
j

)
= hγδgijhαβf

α
ikf

β
j`(f

−1)kγ(f−1)`δ − g
ijcR̃ic

(2)

αβf
α
i f

β
j

+hγδgiqgpj
(
cRk`pq

)
hαβf

α
i f

β
j (f−1)kγ(f−1)`δ.

The upper bound on the second Chern–Ricci curvature then gives

−cR̃ic
(2)

αβg
ijfαi f

β
j ≥ C1hαβg

ijfαi f
β
j − C2gijg

ijfαi f
β
j (f−1)iα(f−1)jβ

= C1|∂f |2 − C2n
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Choose coordinates such that gij = δij , hαβ = δαβ, and fαi = λiδ
α
i . Then

hγδgiqgpj
(
cRk`pq

)
hαβf

α
i f

β
j (f−1)kγ(f−1)`δ = cRkkii

λ2
i

λ2
k

.

Assuming a lower bound on the (Chern) Schwarz bisectional curvature, we have

n∑
i,k=1

cRiikk
λ2
i

λ2
k

≥ −κ0.

Combining these estimates, we have

∆ωh |∂f |
2 ≥ C1|∂f |2 − nC2 − κ0.

The maximum principle completes the proof. �

One can combine these Schwarz lemmas to obtain the following 8–dimensional family of

Schwarz lemmas:

Theorem 13.10.2. Let f : (Xn, ωg) −→ (Y, ωh) be a holomorphic map of rank r between

Hermitian manifolds with SBCωg ≥ −κ1 and RBCωh ≤ −κ2, for some constants κ1, κ2 ≥ 0.

Assume there is a Hermitian metric ω0 on X such that, for constants C1, C2, C3, C4 ∈ R,

with C3 > 0 and C2 − κ2 > 0, we have

−C1ω0 − C2f
∗ωh ≤ cRic(2)

ω0
≤ −C3ω0 + C4ωg.

Then, if X is compact,

|∂f |2 ≤ C1nr(κ1 + C4)

C3(κ2 − C2)
.

13.11. Hermitian Chen–Cheng–Lu Schwarz Lemma

One particular corollary of the above theorem is the following Hermitian analog of the Chen–

Cheng–Lu Schwarz lemma (c.f., [90]):

Corollary 13.11.1. Let f : (Xn, ωg) −→ (Y, ωh) be a holomorphic map of rank r between

Hermitian manifolds with SBCωg ≥ −κ1 and RBC
(2)
ωh ≤ −κ2, for some constants κ1, κ2 ≥ 0.

Assume there is a Hermitian metric ω0 on X such that

−C1ω0 + C2f
∗ωh ≤ cRic(2)

ω0
≤ −C3ω0,

where C1 = κ2+C2
κ2nr

C3, and C2 ≥ κ2(nr − 1). Then, if X is compact,

|∂f |2 ≤ κ1

κ2
.
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13.12. Second Chern Ricci Schwarz Lemma

The theorem also yields a Schwarz lemma expressed exclusively in terms of second Chern–

Ricci curvatures:

Corollary 13.12.1. Let f : (Xn, ωg) −→ (Y, ωh) be a holomorphic map of rank r between

Hermitian manifolds with SBCωg ≥ −κ1 and RBC
(2)
ωh ≤ −κ2, for some constants κ1, κ2 ≥ 0.

Assume there is a Hermitian metric ω0 on X such that

−C1ω0 + C2f
∗ωh ≤ cRic(2)

ω0
≤ −C3ω0 + C4ωg,

where C3 > 0 and nr(κ1 + C4) ≤ κ2 + C2. Then, if X is compact,

|∂f |2 ≤ C1

C3
.

Remark 13.12.2. This yields an interesting comparison between the Chern–Lu and Aubin–

Yau inequalities. Indeed, the Chern–Lu inequality requires an upper bound on the real

bisectional curvature. The real bisectional curvature is a Rayleigh quotient, which is well-

known to give a variational characterization of the eigenvalues. The Aubin–Yau inequality

requires a lower bound on the Schwarz bisectional curvature. The Schwarz bisectional cur-

vature is a generalized Rayleigh quotient, known to give a variational characterization of the

singular values. Therefore, at least philosophically, it appears that the Chern–Lu inequality

is to the Aubin–Yau inequality what the eigenvalue decomposition is to the singular value

decomposition.

Our understanding of the Schwarz bisectional curvatures is still in its infancy.

Question 13.12.3. Suppose (X,ω) be a compact Hermitian manifold with pointwise con-

stant tSBCω ≡ κ for some κ ∈ R. For κ ∈ R\{0}, is the metric Kähler and t–Gauduchon-flat

otherwise?

Question 13.12.4. Let (X,ω) be a compact Hermitian manifold. Suppose cSBCω > 0. Is

X projective or rationally connected?

Since we wish to understand the relationship between the Schwarz bisectional curvature and

the holomorphic sectional curvature, it is natural to ask:

Question 13.12.5. Are there examples of compact Hermitian manifolds with tHSCω > 0

but do not admit metrics with tSBCω > 0?
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13.13. Extending the Schwarz Lemma Beyond the Chern Connection

All the results in the previous section were for the Chern connection. Given the growing

interest in more general Hermitian connections on non-Kähler complex manifolds, it is desir-

able to obtain Schwarz lemmas for more general connections. The results of this section are

joint with James Stanfield and appear in [61]:

13.14. The CR–Torsion

Let us emphasize that the main point of the above formula is that it simplifies our compu-

tation to a computation of {∇1,0∇0,1σ, σ}. Maintaining the insight that we want to avoid

coordinates for as long as we can, we introduce the following useful computational gadget:

Definition 13.14.1. Let (E, h) −→ X be a Hermitian vector bundle endowed with a metric

connection ∇. We define the CR–torsion of ∇ to be the End(E)–valued (0, 1)–form A ∈
Ω0,1
X (E) defined by

A := ∇0,1 − ∂̄.

Remark 13.14.2. Observe that with respect to any local frame for E, the CR–torsion A is

a matrix of (0, 1)–forms. Moreover, if P is the matrix describing a change of frame, then A

transforms according to the adjoint action A 7→ PAP−1. Hence, the type of A is invariant

under a change of frame.

13.15. The CR–Torsion Incarnation of the Bochner Formula

The CR–torsion yields a fruitful language for elucidating more general Bochner formulae:

Theorem 13.15.1. Let (E, h) −→ X be a Hermitian vector bundle, endowed with a Her-

mitian connection ∇. Let A ∈ Ω0,1
X (E) denote the CR-torsion of ∇ and let σ ∈ H0(E) be a

holomorphic section of E. Then, in a local frame {ei} for T 1,0X, we have

∂∂|σ|2(ei, ej) = {Aj,iσ, σ}+ {σ,Ai,jσ}+ {Aj(σ,i), σ}+ {σ,Ai(σ,j)}+ {σ,i, σ,j}

+{Ajσ,Aiσ} − {A[ei,ej ]0,1σ, σ}+ {σ,A[ei,ej ]0,1σ}+ {σ,Θijσ}.

13.16. General Hermitian Connection Schwarz Lemma

Theorem 13.16.1. Let f : (X,ωg) → (Y, ωh) be a holomorphic map between Hermitian

manifolds. Let {ei} be a local unitary frame on X and {wα} a local unitary frame on

f(X) ⊆ Y . Choose Hermitian connections on T 1,0X and T 1,0Y . Then ∂f ∈ Ω1,0
X (f∗T 1,0Y )

satisfies

∆ω|∂f |2 = |∇∂f |2 + 2 Re
(
−fαk fα` T

k
i`,i

+ fα` f
β
` f

γ
i f

δ
i T̃

β

δα,γ
− fβj f

β
k,iT

k
ij

+ f δj f
γ
i f

α
j,iT̃

δ
γα

)
+2 Re

(
fαk f

α
` T

r
ii
T kr` − fα` f

β
` f

γ
i f

δ
i T̃

µ
γδT̃

β
µα

)
+ fαk f

α
` Rii

k
` − fα` f

β
` f

γ
i f

δ
i R̃γδ

β
α.



13.17. GAUDUCHON SCHWARZ LEMMA 245

The letters T and R are respectively the torsion and curvature of the source connection, and

T̃ , R̃ are the torsion and curvature of the target connection.

13.17. Gauduchon Schwarz Lemma

We consider now the case when T 1,0X is endowed with the s–Gauduchon connection s∇ and

T 1,0Y is endowed with the t–Gauduchon connection. In this case, we have the following:

Theorem 13.17.1. Let f : (X,ωg) → (Y, ωh) be a holomorphic map between Hermitian

manifolds. If T 1,0X is endowed with s∇ and T 1,0Y is endowed with t∇, then

∆ωg |∂f |2 = |∇∂f |2 +
s2 + 2s− 1

2s(2s− 1)
sRic

(2)

kk
λ2
k +

1− s
4s(2s− 1)

(
2(1− s)sRic

(1)

kk
− 2s(sRic

(4)

kk
+ sRic

(3)

kk
)
)
λ2
k

+
(s− 1)3

8s2(2s− 1)

(
sT iir

sT kkr + sT kkr
sT iir

)
λ2
k +

(s− 1)(s3 + 7s2 − 5s+ 1)

8s3(2s− 1)
sT kir

sT kirλ
2
k

+
(1− s)(3s3 + 7s2 − 7s+ 1)

8s3(2s− 1)
sT ikr

sT ikrλ
2
k

+
t

1− 2t

(
tR̃ααββ + tR̃αββα

)
λ2
αλ

2
β +

1

2t− 1
tR̃αββαλ

2
αλ

2
β

+
(1− t)3

8t2(2t− 1)

(
tT̃ααγ

tT̃ ββγ + tT̃ ββγ
tT̃ααγ

)
λ2
αλ

2
β

+
(t− 1)2(t+ 1)

4t2(2t− 1)
tT̃ βαγ

tT̃ βαγλ
2
αλ

2
β +

t− 1

t
tT̃ γαβT̃

γ
αβλ

2
αλ

2
β

+

(
1− t

2t
− 1− s

2s

)
Re

(
sT kij

t̃T kij

)
λiλjλk.

The proof of the above theorem requires dealing with the terms involving derivatives of

torsion and the Hessian terms.

Theorem 13.17.2. For a holomorphic section σ ∈ H0(E),

∂∂|σ|2(u, v) =
〈
∇vσ,∇uσ

〉
+
〈
∇uσ,∇vσ

〉
−
〈
σ,Θ(u, v)σ

〉
+ 2 Re

〈(
(∇uA)v +AAuv

)
σ, σ

〉
+ 2 Re 〈Av∇uσ, σ〉

−
〈
σ,∇[u,v]1,0σ

〉
−
〈
σ,∇[u,v]1,0σ

〉
.

In particular,

∆ω|σ|2 =|∇σ|2 − 〈Θ(ei, ei)σ, σ〉

+ 2 Re
〈(

(∇eiA)ei +AAeiei

)
σ, σ

〉
+ 2 Re 〈Aei∇eiσ, σ〉 ,

where {ei}ni=1 is any unitary frame.



246 13. THE SCHWARZ LEMMA IN KÄHLER AND NON-KÄHLER GEOMETRY

Proof. Using the standard formulae for exterior derivatives, we have

∂∂|σ|2(u, v) = d∂|σ|2(u, v)

=u(∂|σ|2(v))− v(∂|σ|2(u))− ∂|σ|2([u, v])

=u(v|σ|2)− [u, v]0,1|σ|2

=u(〈∇vσ, σ〉+
〈
σ,∇vσ

〉
)− [u, v]0,1|σ|2

=
〈
∇vσ,∇uσ

〉
+
〈
∇uσ,∇vσ

〉
+ 〈∇u(Avσ), σ〉+

〈
σ,∇u∇vσ

〉
−
〈
∇[u,v]0,1σ, σ

〉
−
〈
σ,∇

[u,v]0,1
σ
〉

By definition of curvature and the fact that σ is holomorphic,

∇v∇uσ = ∇u(Avσ)−Θ(u, v)σ −∇[u,v]1,0σ −A[u,v]0,1σ.

Hence,

∂∂|σ|2(u, v) =
〈
∇vσ,∇uσ

〉
+
〈
∇uσ,∇vσ

〉
+ 2 Re 〈∇u(Avσ), σ〉 −

〈
σ,Θ(u, v)σ

〉
−
〈
σ,∇[u,v]1,0σ

〉
−
〈
σ,∇[u,v]1,0σ

〉
− 2 Re

〈
A[u,v]0,1σ, σ

〉
=
〈
∇vσ,∇uσ

〉
+
〈
∇uσ,∇vσ

〉
−
〈
σ,Θ(u, v)σ

〉
+ 2 Re 〈(∇uA)vσ, σ〉+ 2 Re 〈A∇uvσ, σ〉+ 2 Re 〈Av∇uσ, σ〉 − 2 Re

〈
A[u,v]0,1σ, σ

〉
−
〈
σ,∇[u,v]1,0σ

〉
−
〈
σ,∇[u,v]1,0σ

〉
=
〈
∇vσ,∇uσ

〉
+
〈
∇uσ,∇vσ

〉
−
〈
σ,Θ(u, v)σ

〉
+ 2 Re

〈(
(∇uA)v +AAuv

)
σ, σ

〉
+ 2 Re 〈Av∇uσ, σ〉

−
〈
σ,∇[u,v]1,0σ

〉
−
〈
σ,∇[u,v]1,0σ

〉
�

For a Hermitian vector bundle E→ X with Hermitian connection∇. Define B∇ ∈ H0(T ∗X⊗
T ∗X ⊗ End(E)) by

B∇(u, v) := (∇uA)v +AAuv.

Then, with (·)H denoting the Hermitian component, we see that

∆ω|σ|2 = |∇σ|2 − 〈Θ(ei, ei)σ, σ〉+ 2 〈B(ei, ei)Hσ, σ〉+ 2 Re 〈Aei∇eiσ, σ〉 .

Further, it is easy to see that if f is holomorphic, then for all u, v, w ∈ T 1,0Y ,(
Bf∗TX⊗T ∗Y (u, v)∂f

)
w = B(∂f(u), ∂f(v))(∂f(w))− ∂f(B(u, v)w). (13.17.1)
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Recall that the CR–torsion of the t–Gauduchon connection is given by Auv = T (u, v)1,0,

where T is the torsion of the t–Gauduchon connection. Then

Ak
ij

= T k
ij

= −T i
kj
.

Further, since 2tT k
ij

= (1− t)T jik. In any unitary frame, let us write Bjk
i` := 〈B(ei, ej)e`, ek〉

for the components of B with respect to the unitary frame {eα}.

Proposition 13.17.3. For t ∈ R\{0, 1
2}, we have

−Rij`k +Bjk
i` +Bi`

jk =
1− 2t− t2

2t(2t− 1)
Rij`k +

t− 1

2t(2t− 1)

(
(1− t)R`kij − t(Rik`j +R`jik)

)
+

(1− t)3

8t2(2t− 1)

(
T jirT

`
kr + T k`rT

i
jr

)
+

(t− 1)2(7t2 − 4t+ 1)

8t3(2t− 1)
T kirT

`
jr

+
(t− 1)3(1− 5t)

8t3(2t− 1)
T j`rT

i
kr +

t− 1

2t
T ri`T

r
jk.

Proof. By definition,

Bjk
i` = Ak

j`,i
+Ar

ij
Akr` = T k

j`,i
− (1− t)2

4t2
T `krT

j
ir,

where, here, the comma denotes covariant differentiation with respect to t∇. We first consider

the derivative terms: Let

Cjki` := T k
j`,i

+ T `
ik,j

, Djk
i` := T k

ij,`
+ T `

ji,k

From the Gauduchon symmetries,

2tCjki` = 2tT k
j`,i

+ (1− t)T k
i`,j

= 2tT k
j`,i

+ (t− 1)T k
`i,j

= (t− 1)T k{j`,i} − (t− 1)T k
ij,`

+ (1 + t)T k
j`,i
.

It follows that

4tCjki` = (t− 1)
(
T k{j`,i} + T `{ik,j}

)
− (t− 1)Djk

i` + (1 + t)Cjki` ,

and hence,

(3t− 1)Cjki` + (t− 1)Djk
i` = (t− 1)

(
T k{j`,i} + T `{ik,j}

)
. (13.17.2)
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Similarly, we have

2tDjk
i` = 2tT k

ij,`
+ 2tT `

ji,k

= − 2tT j
ik,`

+ (1− t)T j
`i,k

= 2tT j
ki,`

+ (t− 1)T j
i`,k

= (t− 1)T j{ki,`} + (1 + t)T j
ki,`

+ (t− 1)T j
k`,i

= (t− 1)T j{ki,`} + (1 + t)T k
ij,`
− (t− 1)T k

j`,i
,

and so

4tDjk
i` = (t− 1)

(
T j{ki,`} + T i{`j,k}

)
+ (t+ 1)Djk

i` − (t− 1)Cjki` .

Thus,

(t− 1)Cjki` + (3t− 1)Djk
i` = (t− 1)

(
T j{ki,`} + T i{`j,k}

)
. (13.17.3)

Solving the linear system gives

Cjki` =
t− 1

4t(2t− 1)

(
(3t− 1)

(
T k{j`,i} + T `{ik,j}

)
+ (1− t)

(
T j{ki,`} + T i{`j,k}

))
.

We now focus on eliminating the terms involving derivatives of the torsion. Recall from

Kobayashi–Nomizu [195, p. 135] that

T k{j`,i} = R{ij`}k + T r{ijT
k
`}r + T r{ijT

k
`}r,

where R denotes the curvature of t∇. The Gauduchon symmetries give

T k{j`,i} =Rij`k −R`jik + T r
ij
T k`r + T r

j`
T kir + T r`iT

k
jr

+ T r
ij
T k`r + T r

j`
T kir

=Rij`k −R`jik +
t− 1

2t

(
T k`rT

i
jr + T kirT

`
jr + T ri`T

r
jk

)
+

(t− 1)2

4t2

(
T jirT

`
kr − T

j
`rT

i
kr

)
.

Hence,

T k{j`,i} + T `{ik,j} = 2Rij`k −R`jik −Rik`j +
(t− 1)(3t− 1)

4t2

(
T jirT

`
kr + T k`rT

i
jr

)
+
t− 1

t

(
T kirT

`
jr + T ri`T

r
jk

)
− (t− 1)2

2t2
T j`rT

i
kr.

On the other hand,

T j{ki,`} + T i{`j,k} = 2R`kij −Rik`j −R`jik +
(t− 1)(3t− 1)

4t2

(
T k`rT

i
jr + T jirT

`
kr

)
+
t− 1

t

(
T j`rT

i
kr + T r`iT

r
kj

)
− (t− 1)2

2t2
T kirT

`
jr.
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It follows that

4t(2t− 1)

t− 1
Cjki` = 2(3t− 1)Rij`k + 2(1− t)R`kij − 2t(Rik`j +R`jik)

+
(t− 1)(3t− 1)

2t

(
T k`rT

i
jr + T jirT

`
kr

)
+

(t− 1)(7t2 − 4t+ 1)

2t2
T kirT

`
jr

+
(t− 1)2(1− 5t)

2t2
T j`rT

i
kr +

2t(2t− 1)

t
T ri`T

r
jk.

Thus,

Bjk
i` +Bi`

jk =Cjki` −
(t− 1)2

4t2

(
T jirT

`
kr + T k`rT

i
jr

)
=

t− 1

4t(2t− 1)

(
2(3t− 1)Rij`k + 2(1− t)R`kij − 2t(Rik`j +R`jik)

)
+

(1− t)3

8t2(2t− 1)

(
T jirT

`
kr + T k`rT

i
jr

)
+

(t− 1)2(7t2 − 4t+ 1)

8t3(2t− 1)
T kirT

`
jr

+
(t− 1)3(1− 5t)

8t3(2t− 1)
T j`rT

i
kr +

t− 1

2t
T ri`T

r
jk,

as required. �

For any Hermitian connection ∇ on the tangent bundle of a Hermitian manifold, define, with

respect to any local unitary frame,

K∇
ijl
k := −Rijlk +Bjk

il +Bil
jk.

Let f : (X,ωg)→ (Y, ωh) be a holomorphic map. Let ∇X and ∇Y be Hermitian connections

on T 1,0X and T 1,0Y , respectively. Let K = K∇
X

and K̃ = K∇
Y

. Let {ei}ni=1 and {eα}nα=1 be

local unitary frames of X and Y respectively. Writing fαi :=
〈
∂f(ei), f∗eα

〉
, from (13.17.1),

we have 〈
Kii∂f, ∂f

〉
= fαi f

β
i f

γ
j f

δ
j K̃αβγ

δ − fαk fαj Kiij
k.

Choosing the frames such that fαi = δαi λα gives

〈
Kii∂f, ∂f

〉
=
∑
α,β

λ2
αλ

2
βK̃ααββ −

∑
i,k,`

Kii`kλ`λk.
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If K = K
s∇, and K̃ = K

t̃∇, then

〈
Kii∂f, ∂f

〉
=
s2 + 2s− 1

2s(2s− 1)
Riikkλ

2
k +

1− s
4s(2s− 1)

(
2(1− s)Rkkii − 2s(Rikki +Rkiik)

)
λ2
k

+
(s− 1)3

8s2(2s− 1)

(
T iirT

k
kr + T kkrT

i
ir

)
λ2
k −

(s− 1)2(7s2 − 4s+ 1)

8s3(2s− 1)
T kirT

k
irλ

2
k

+
(1− s)(3s3 + 7s2 − 7s+ 1)

8s3(2s− 1)
T ikrT

i
krλ

2
k

+
1− 2t− t2

2t(2t− 1)
R̃ααββλ

2
αλ

2
β +

t− 1

4t(2t− 1)

(
2(1− t)R̃ααββ − 2t(R̃αββα + R̃αββα)

)
λ2
αλ

2
β

+
(1− t)3

8t2(2t− 1)

(
T̃ααγ T̃

β
βγ + T̃ ββγ T̃

α
αγ

)
λ2
αλ

2
β +

(t− 1)2(7t2 − 4t+ 1)

8t3(2t− 1)
T̃ βαγ T̃

β
αγλ

2
αλ

2
β

+
(t− 1)3(1− 5t)

8t3(2t− 1)
T̃αβγ T̃

α
βγλ

2
αλ

2
β +

t− 1

2t
T̃ γαβT̃

γ
αβλ

2
αλ

2
β

=
s2 + 2s− 1

2s(2s− 1)
Riikkλ

2
k +

1− s
4s(2s− 1)

(
2(1− s)Rkkii − 2s(Rikki +Rkiik)

)
λ2
k

+
(s− 1)3

8s2(2s− 1)

(
T iirT

k
kr + T kkrT

i
ir

)
λ2
k −

(s− 1)2(7s2 − 4s+ 1)

8s3(2s− 1)
T kirT

k
irλ

2
k

+
(1− s)(3s3 + 7s2 − 7s+ 1)

8s3(2s− 1)
T ikrT

i
krλ

2
k

+
t

1− 2t

(
R̃ααββ + R̃αββα

)
λ2
αλ

2
β +

1

2t− 1
R̃αββαλ

2
αλ

2
β

+
(1− t)3

8t2(2t− 1)

(
T̃ααγ T̃

β
βγ + T̃ ββγ T̃

α
αγ

)
λ2
αλ

2
β

+
(t− 1)2(t+ 1)

4t2(2t− 1)
T̃ βαγ T̃

β
αγλ

2
αλ

2
β +

t− 1

2t
T̃ γαβT̃

γ
αβλ

2
αλ

2
β.

Let us now focus on the final term appearing in the Schwarz lemma:

Lemma 13.17.4.

2 Re
〈
Ai∇i∂f, ∂f

〉
= Re

(
t− 1

2t
T̃ γµν T̃

γ
αβf

µ
j f

ν
i f

β
i f

α
j +

s− 1

2s
T kirT

j
irf

α
k f

α
j

)
+ Re

(
1− t

2t
T̃ γβαT

k
ijf

γ
k f

β
i f

α
j −

1− s
2s

T jirT̃
α
βγf

β
r f

γ
i f

α
j

)
Proof. First, we claim that

(∇i∂f)αj − (∇j∂f)αi = −T kijfαk + T̃αβγf
β
i f

γ
j .
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Indeed, if we assume {ei}ni=1 is a coordinate frame satisfying 〈ei, ej〉 = δij at the point where

we compute, we have

(∇if)αj = ∂i∂jf
α − fαk Γkij + fγj f

β
i Γ̃αβγ ,

and thus the statement follows from the definition of torsion. Then,

(Ai∇i∂f)αj = fβi Ã
α
βγ
fγj,i − f

α
r,iA

r
ij
.

Hence, using the symmetry Ak
ij

= −Ai
kj

, we have

2 Re
〈
Ai∇i∂f, ∂f

〉
= 2 Re

(
Ãα
βγ
fγj,if

β
i f

α
j − f

α
r,iA

r
ij
fαj

)
= Re

(
Ãα
βγ

(fγj,i − f
γ
i,j)f

β
i f

α
j −A

r
ij

(fαr,i − fαi,r)fαj
)

= Re

(
Ãα
βγ
T kijf

γ
k f

β
i f

α
j + Ãα

βγ
T̃ γµνf

µ
j f

ν
i f

β
i f

α
j

+Ar
ij
T krif

α
k f

α
j −A

r
ij
T̃αβγf

β
r f

γ
i f

α
j

)
= Re

(
T̃α
βγ
T kijf

γ
k f

β
i f

α
j + T̃α

βγ
T̃ γµνf

µ
j f

ν
i f

β
i f

α
j

+ T r
ij
T krif

α
k f

α
j − T

r
ij
T̃αβγf

β
r f

γ
i f

α
j

)
= Re

(
t− 1

2t
T̃ γµν T̃

γ
αβf

µ
j f

ν
i f

β
i f

α
j +

s− 1

2s
T kirT

j
irf

α
k f

α
j

)
+ Re

(
1− t

2t
T̃ γβαT

k
ijf

γ
k f

β
i f

α
j −

1− s
2s

T jirT̃
α
βγf

β
r f

γ
i f

α
j

)
.

�

We consider the following specific cases:

Theorem 13.17.5. Let f : (X,ωg) → (Y, ωh) be a holomorphic map between Hermitian

manifolds. Then

∆ωg |∂f |2 = |∇∂f |2 − 1

3
bRic

(2)

kk
λ2
k +

2

3
bRic

(1)

kk
λ2
k +

1

3
bRic

(4)

kk
λ2
k +

1

3
bRic

(3)

kk
λ2
k

+
1

3

(
bT iir

bT rkr + bT rkr
bT iir

)
λ2
k − bT kir

bT kirλ
2
k + bT ikr

bT ikrλ
2
k

−1

3
bRBCωh

(∑
α

λ4
α

)2

− 2

3
bR̃BCωh

(∑
α

λ4
α

)2

−1

3

(
bT̃ααγ

bT̃ ββγ + bT̃ ββγ
bT̃ααγ

)
λ2
αλ

2
β + 2bT̃ γαβ

bT̃ γαβλ
2
αλ

2
β.
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13.18. The Bismut Schwarz Lemma

Theorem 13.18.1. (Bismut Schwarz Lemma). Let f : (X,ωg)→ (Y, ωh) be a holomorphic

map between Hermitian manifolds. Suppose

2bRic(1)
ωg −

bRic(2)
ωg + bRic(3)

ωg + bRic(4)
ωg ≥ −C1ωg − C2f

∗ωh

for some constants C1, C2 ∈ R. Assume |bT̃ | ≤ B and bRBCωh + 2bR̃BCωh ≤ κ0 for some

constants B, κ0 ∈ R. Then

∆ωg |∂f |2 ≥ −C1

3
|∂f |2 −

(
C2

3
+
κ0

3
+

2B

3

)
|∂f |4.

If X is compact and C2 + κ0 + 2B < 0, then

|∂f |2 ≤ − C1

C2 + κ0 + 2B
.

13.19. Bismut Schwarz Lemma with Balanced Source Metric

From the Ricci curvature relations, we see that if (X,ωg) is a compact balanced manifold,

then

2bRic(1)
ωg −

bRic(2)
ωg + bRic(3)

ωg + bRic(4)
ωg = 2cRic(1)

ωg −
(
cRic(1)

ωg +
√
−1Λ(∂∂̄ωg)− cT ◦

)
+2
(
cRic(1)

ωg −
√
−1Λ(∂∂̄ωg)

)
= 3cRic(1)

ωg − 3
√
−1Λ(∂∂̄ωg) + cT ◦.

Hence, we can reformulate the previous Schwarz lemma as follows:

Theorem 13.19.1. (Bismut Schwarz Lemma). Let f : (X,ωg)→ (Y, ωh) be a holomorphic

map between Hermitian manifolds. Assume (X,ωg) is a compact balanced manifold with

3cRic(1)
ωg − 3

√
−1Λ(∂∂̄ωg) + cT ◦ ≥ −C1ωg − C2f

∗ωh,

for some constants C1, C2 ∈ R. Assume
∣∣∣bT̃ ∣∣∣ ≤ B and bRBCωh + 2bR̃BCωh ≤ κ0 for some

constant B, κ0 ∈ R. Then

3∆ωg |∂f |2 ≥ −C1|∂f |2 − (C2 + κ0 + 2B) |∂f |4.

Hence, if C2 + κ0 + 2B < 0, then

|∂f |2 ≤ − C1

C2 + κ0 + 2B
.

Remark 13.19.2. Since, for a compact balanced manifold (X,ωg), the first Chern–Ricci

curvature coincides with (the (1, 1)–part of) the first Bismut–Ricci curvature, the assumption

in the above theorem can be replaced with

3bRic(1)
ωg − 3

√
−1Λ(∂∂̄ωg) + cT ◦ ≥ −C1ωg − C2f

∗ωh.
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Further, we note that the above assumption is strictly weaker than

3bRic(1)
ωg − 3

√
−1Λ(∂∂̄ωg) ≥ −C1ωg − C2f

∗ωh,

since cT ◦ is positive-definite (unless the metric is Kähler).

Theorem 13.19.3. Let f : (X,ωg) → (Y, ωh) be a holomorphic map between Hermitian

manifolds. Then

∆ωg |∂f |2 = |∇∂f |2 +
7

12
2Ric

(2)

kk
λ2
k +

1

12
2Ric

(1)

kk
λ2
k +

1

6
2Ric

(4)

kk
λ2
k +

1

6
2Ric

(3)

kk
λ2
k

+
1

96

(
2T iir

2T rkr + 2T rkr
2T iir

)
λ2
k +

9

64
2T kir

2T kirλ
2
k −

13

64
2T ikr

sT ikrλ
2
k

−2

3
2RBCωh

(∑
α

λ4
α

)2

− 1

3
2R̃BCωh

(∑
α

λ4
α

)2

− 1

96

(
tT̃ααγ

tT̃ ββγ + tT̃ ββγ
tT̃ααγ

)
λ2
αλ

2
β +

1

16
2T̃ βαγ

2T̃ βαγλ
2
αλ

2
β +

1

2
2T̃ γαβ

2̃T
γ

αβλ
2
αλ

2
β

13.20. Lichnerowicz Dual Schwarz Lemma

Theorem 13.20.1. (2+2 Schwarz Lemma). Let f : (X,ωg) → (Y, ωh) be a holomorphic

map between Hermitian manifolds. Suppose

72Ric(2)
ωg + 2Ric(1)

ωg + 22Ric(4)
ωg + 22Ric(3)

ωg ≥ −C1ωg − C2f
∗ωh,

for some constants C1, C2 ∈ R. Let C3 > 0 be a constant such that |2T | ≤ C3. If

22RBCωh + 2R̃BCωh ≤ −κ0,

then

∆ωg |∂f |2 ≥ −
(
C1

12
+
C3

24

)
|∂f |2 +

(
κ0

3
− C2

12

)
|∂f |4.

Hence, if X is compact, and 4κ0 > C2, then

|∂f |2 ≤ C1 + 2C3

4κ0 − C2
.

Theorem 13.20.2. Let f : (X,ωg) → (Y, ωh) be a holomorphic map between Hermitian

manifolds. Then

∆ωg |∂f |2 = |∇∂f |2 +
1
3 Ric

(2)

kk
λ2
k − 2

1
3 Ric

(1)

kk
λ2
k +

1
3 Ric

(4)

kk
λ2
k +

1
3 Ric

(3)

kk
λ2
k

+
(

1
3T iir

1
3T rkr +

1
3T rkr

1
3T iir

)
λ2
k + 2T kir

2T kirλ
2
k + 3

1
3T ikr

1
3T ikrλ

2
k

+
1
3 RBCωh

(∑
α

λ4
α

)2

− 2
1
3 R̃BCωh

(∑
α

λ4
α

)2

−
(

1
3 T̃ααγ

1
3 T̃ ββγ +

1
3 T̃ ββγ

1
3 T̃ααγ

)
λ2
αλ

2
β − 4

1
3 T̃ βαγ

1
3 T̃ βαγλ

2
αλ

2
β +−2

1
3 T̃ γαβ

1
3 T̃ γαβλ

2
αλ

2
β.
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13.21. Remarks on the Maximum Principle

Although the pointwise equality (13.2.1) does not require the source manifold to be com-

pact, in the absence of compactness, there is no guarantee that a maximum exists, and the

maximum principle cannot be applied directly.

13.22. The K–Exhaustion Property

One way to circumvent this in this in the non-compact case is to consider manifolds with a

certain exhaustion property:

Definition 13.22.1. ([212, §5]). A manifold Mn has the K–exhaustion property if M is

exhausted by a sequence of open submanifolds M1 ⊂ M2 ⊂ · · · ⊂ M , with compact closures

and such that:

(i) for each k ∈ N, there is a smooth function vk ≥ 0 on Mk with 1
2∆vk ≤ R

n +K exp(vk),

for some fixed constant K > 0;

(ii) if pi is a divergent sequence2 of points in Mk, then vk(pi)→∞.

Example 13.22.2. The unit ball Bn has the K–exhaustion property with K = 2n(n + 1).

As a consequence, we can apply (13.4.1) if the source manifold is Bn. It is worth emphasizing

that this is why Chern considers this somewhat restrictive case in [96]. The K–exhaustion

property is, of course, very restrictive.

13.23. The Omori–Yau Maximum Principle

The breakthrough that was required for the Schwarz lemma in the non-compact case was

made by Omori [235] and Yau [330]:

Theorem 13.23.1. Let (M, g) be a complete Riemannian manifold. Assume Ricg ≥ −C for

some C ∈ R. Let f : M → R be a smooth function that is bounded above. Then for any

ε > 0, there is a point p ∈M such that |f(p)− supM f | < ε, ‖grad|pf‖ < ε, and ∆|pf < ε.

Remark 13.23.2. The subject of maximum principles for non-compact Riemannian mani-

folds is rich: Omori [235] was the first to show that the naive extensions of the maximum

principle to complete Riemannian manifolds did not hold. Omori established the above the-

orem under the more restrictive assumption of a lower bound on the sectional curvature.

The lower bound on the Ricci curvature given in Yau’s formulation [330] is, of course, a

substantial improvement.

2An infinite sequence pi in Mk is said to be divergent if every compact open set in Mk contains only a

number of points in this sequence.
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Pigola–Rigoli–Setti further observed that the validity of the Omori–Yau maximum principle

on M does not depend on curvature bounds as much as one would expect. For instance, the

Omori–Yau maximum principle holds on every Riemannian manifold (Mn, g) which admits

a non-negative proper C2 function ϕ satisfying:

(i) There exists A > 0 such that |∇ϕ| ≤ A√ϕ away from a compact set.

(ii) There exists B > 0 such that ∆ϕ ≤ B√ϕ
√
G(
√
ϕ) away from a compact set, where

G : [0,+∞)→ [0,+∞) is a smooth function such that

(a) G(0) > 0.

(b) G′(t) ≥ 0.

(c)
∫ +∞

0 1/
√
G(t)dt =∞.

(d) lim supt→∞
tG(
√
t)

G(t) <∞.

A weaker form of the Omori–Yau maximum principle is given by dropping the requirement

on the gradient in the Omori–Yau maximum:

Definition 13.23.3. Let (Mn, g) be a Riemannian manifold. We say that the weak Omori–

Yau maximum principle holds on M if for any function u ∈ C2(M) with supM u <∞, there

is a sequence of points {pk}k∈N in M with the following properties:

u(pk) > sup
M

u− 1

k
, ∆u(pk) <

1

k
.

13.24. Stochastic Completeness

The validity of the weak Omori–Yau maximum is equivalent to stochastic completeness. We

remind the reader that:

Definition 13.24.1. A (not necessarily complete) Riemannian manifold M is said to be

stochastically complete if for some (and therefore any) (x, t) ∈M × (0,∞), it holds that∫
M
p(x, y, t)dy = 1,

where p(x, y, t) is the heat kernel of the Laplacian.

Remark 13.24.2. One can give the following alternative descriptions of stochastic com-

pleteness:

(i) Any bounded solution u(x, t) in M×[0,∞) of the associated heat equation ∂tu = ∆u

is uniquely determined by the initial value u|t=0.

(ii) The lifetime of the corresponding Brownian motion associated with the Laplace–

Beltrami operator is infinite.
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13.25. Parabolic Manifolds

Example 13.25.1. Recall that a Riemannian manifold (M, g) is said to be parabolic if the

Laplacian does not admit a positive fundamental solution. Any parabolic manifold (e.g.,

R and R2) is stochastically complete. The converse is not true: Rn (with the Euclidean

measure) is stochastically complete for all n ∈ N, but Rn is parabolic only for n ∈ {1, 2}.

Remark 13.25.2. If (Mn, g) is geodesically complete, then one can state sufficient condi-

tions for parabolicity and stochastic completeness in terms of the volume function V (r) :=

µ(B(x0, r)), where B(x0, r) is the geodesic ball of radius r centered at a fixed point x0 ∈M .

For instance, we have:

(i) If
∫∞

0
r

V (r)dr =∞, then M is parabolic.

(ii) If
∫∞

0
r

log V (r)dr =∞, then M is stochastically complete.

We note that V (r) ≤ Cr2 and V (r) ≤ eCr
2

will imply (i) and (ii), respectively (see, e.g.,

[150]).

Example 13.25.3. ([70]). The Weil–Petersson metric ωWP is stochastically complete.

13.26. Historical Developments Concerning the Schwarz Lemma

The Schwarz lemma, as we have considered it, is built on a rich history. In its classical form,

it states:

Theorem 13.26.1. A holomorphic map f : D(R1) → D(R2) fixing the origin, satisfies, for

all z ∈ D(R1),

|f(z)| ≤ R2

R1
|z|. (13.26.1)

Proof. The standard proof that we teach is the following: If f(0) = 0, the function

g(z) := f(z)/z admits a holomorphic extension to all of D(R1). Applying the maximum

principle to g(z) on each disk |z| ≤ R1 − ε, and letting ε→ 0 proves the statement. �

Remark 13.26.2. Let us remark that this was not the proof originally given by Schwarz

in [259] (who proved the Schwarz lemma for one-to-one holomorphic maps). The proof here

was first presented by Carathèodory [80, p. 114, Note 13], where it is attributed to Erhard

Schmidt.

In (13.26.1), if we keep R2 fixed, and let R1 get arbitrarily large, we recover the following

well-known corollary:

Corollary 13.26.3. (Liouville’s theorem). A bounded holomorphic function f : C → C
assumes at most one value.
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13.27. Bloch’s Principle

Remark 13.27.1. The Schwarz lemma is a local, finite statement about holomorphic maps.

The Liouville theorem, in contrast, is a global statement obtained from letting R1 → ∞.

This is the prototypical example of the so-called Bloch principle; namely, the principle that

any global statement concerning holomorphic maps arises from a stronger, finite version:

Nihil est in infinito quod non prius fuerit in finito.3

To further illustrate Bloch’s principle, let us recall the following generalization of the Liouville

theorem: The Picard theorem states

Corollary 13.27.2. A non-constant entire function f : C→ C assumes all but possibly one

value.

The corresponding finite version prophesized by the Bloch principle is the Schottky theorem:

Theorem 13.27.3. Let f : D → C be a holomorphic map which omits the values 0 and 1.

Then |f(z)| affords a bound in terms of |f(0)| and |z|.4

13.28. The Bloch Constant

The first instance of the Bloch principle was the following Valiron theorem:

Corollary 13.28.1. A non-constant entire function has holomorphic branches of the inverse

in arbitrarily large Euclidean disks.

In [33], Bloch improved Valiron’s arguments and proved the underlying finite agent, which

we now call the Bloch theorem:

Theorem 13.28.2. Every holomorphic function f : D → C has an inverse branch in some

Euclidean disk of radius B|f ′(0)|, where B > 0 is an absolute constant.

The constant B is now called Bloch’s constant, and its precise value remains unknown.

Remark 13.28.3. For the reader’s convenience, let us give a more transparent definition

of the Bloch constant: Let D denote the unit disk in C. Let O(D) denote the space of

holomorphic functions on D. Suppose that for some z0 ∈ D and f ∈ O(D), f ′(z0) 6= 0. Then

there is a neighborhood U of z0 such that f is univalent in U and f(U is a disk of center f(z0)

and radius r0. Denote this disk by D(f(z0), r0) and refer to it as the univalent disk of f with

radius r0. Let r(z0, f) denote the radius of the largest univalent disk of f with center f(z0),

3There is nothing in the infinite that has not previously been in the finite. See [34, p. 84]
4The original proof [257] gave no explicit bound for |f(z)|.



258 13. THE SCHWARZ LEMMA IN KÄHLER AND NON-KÄHLER GEOMETRY

where r(z0, f) = 0 if f ′(z0) = 0. Define r(f) := sup{r(z, f) : z ∈ D}. The Bloch constant is

then defined

B := inf{r(f) : f ∈ O(D) : f ′(0) = 1}.

13.29. The Schwarz–Pick Theorem

It was observed by Pick [245] that in the Schwarz lemma, we do not require f(0) = 0.

Indeed, suppose f : D → D is a holomorphic self-map of the unit disk. For α ∈ D, the

Möbius transformation

ϕα : D→ D, ϕα(z) :=
z − α
1− αz

defines an automorphism of D which sends α the origin. The inverse of ϕα is, moreover,

ϕ−1
α = ϕ−α. If f(0) 6= 0, we can produce a holomorphic self-map of D which fixes the origin

by considering the composite map

ϕf(z) ◦ f ◦ ϕ−z.

Setting w = ϕ−z(ζ), the familiar Schwarz lemma gives

|ϕf(z) ◦ f(w)| ≤ |ϕz(w)|.

Explicitly, this reads ∣∣∣∣∣ f(w)− f(z)

1− f(z)f(w)

∣∣∣∣∣ ≤
∣∣∣∣ w − z1− zw

∣∣∣∣ .
The function

dH : D× D→ R, dH(z, w) :=

∣∣∣∣ z − w1− wz

∣∣∣∣
defines a distance function on D, the pseudo-hyperbolic distance. The function dH defines an

honest distance function5. It does not, however, come from integrating a Riemannian metric.

This can be circumvented by replacing the pseudo-hyperbolic distance with the distance

function coming from the Poincaré metric:

ρ :=
|dz|

(1− |z|2)
.

Remark 13.29.1. It is an elementary exercise to show that the associated Poincaré distance

function is given by

distρ(z, w) = tan−1

(
z − w
1− zw

)
.

Summarizing this discussion and replacing the pseudo-hyperbolic distance with the Poincaré

distance, we have recovered the theorem of Pick [245]:

5i.e., a symmetric non-degenerate function satisfying the triangle inequality.
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Theorem 13.29.2. (Schwarz–Pick lemma). Let f : D → D be a holomorphic self-map of

the unit disk. Then for all z, w ∈ D,

distρ(f(z), f(w)) ≤ distρ(z, w).

That is, with respect to the Poincaré distance, all holomorphic maps are distance-decreasing.

13.30. The Ahlfors–Schwarz Lemma

Observe that since the Poincaré distance function comes from a Hermitian metric, we can

look at its curvature. The Gauss curvature of a Hermitian metric g = λ|dz| is the function

Kg = − 1

λ2
∆ log λ = − 1

λ2

∂2

∂z∂z
log λ.

In particular, if Kg ≤ −C, then setting u = log(λ), we have ∆u ≥ Ce2u.

Applying the above formula, the curvature of Poincaré metric

ρ =
|dz|

(1− |z|2)

is seen to be Kρ ≡ −4. That is, the Poincaré metric has constant (negative) Gauss curvature.

If we suppose that g = eu|dz| is some metric of negative curvature, in the sense that Kg ≤ −4,

it is natural to ask how g compares with the Poincaré metric. If we let R = 1 − ε for some

ε ∈ (0, 1), the Poincaré metric on D(R) is given by ρR = ev|dz| := R
R2−|z|2 |dz|. Since

KρR ≡ −4, we have ∆v = 4e2v. Hence, on the open set Ω := {z ∈ D(R) : u(z) > v(z)}, the

function u−v is subharmonic: ∆(u−v) ≥ e2u−e2v. By the maximum principle, u−v cannot

achieve an interior maximum; hence, the supremum must be approached on the boundary.

But Ω cannot have boundary points on |z| = R, since v →∞ as |z| → R. By continuity, at

a boundary point z of Ω with |z| < R, we have u − v = 0, yielding a contradiction if Ω is

non-empty. We therefore deduce that u(z) ≤ v(z) for all |z| < R. Letting ε→ 0 recovers the

following theorem of Ahlfors:

Theorem 13.30.1. (Ahlfors–Schwarz lemma). Let (Σ, g) be a Riemann surface with Gauss

curvature Kg ≤ −4. Then for all holomorphic maps f : D→ Σ,

distg(f(z), f(w)) ≤ distρ(z, w),

for all z, w ∈ D.

13.31. More on the Bloch Constant

In the collected works of Ahlfors [3, p. 341], one finds the following reflection concerning his

version of the Schwarz lemma: Ahlfors confesses that his generalization of the Schwarz lemma

had “more substance that I was aware of ”, but “without applications, my lemma would have



260 13. THE SCHWARZ LEMMA IN KÄHLER AND NON-KÄHLER GEOMETRY

been too lightweight for publication”. The applications that Ahlfors alludes to here were the

following: First, a proof of Schottky’s theorem with definite numerical bounds: If f : D→ C
is a holomorphic function such that f(D) ∩ {0, 1} = ∅, then

log |f(z)| <
1 + ϑ

1− ϑ
(7 + max{0, log |f(0)|}) ,

for all |z| ≤ ϑ < 1. The second was an improved lower bound on the Bloch constant:

B ≥
√

3

4
. (13.31.1)

Remark 13.31.1. Ahlfors–Grunsky [4] established an upper bound on the Bloch constant:

B ≤ 1√
1 +
√

3

Γ(1
3)Γ(11

12)

Γ(1
4)

∼ 0.4719.

In 1990, Bonk [40] improved the lower bound to B >
√

3
4 + 10−14. In 1996, Chen–Gauthier

[92] obtained B >
√

3
4 + 2 · 10−4. At present, the best lower bound has been achieved by

Xiong [318]: B ≥
√

3
4 + 3 · 10−4. This remains far from the conjectured value:

Conjecture 13.31.2. The Bloch constant is conjectured to be equal to the Ahlfors–Grunsky

upper bound:

B =
1√

1 +
√

3

Γ(1
3)Γ(11

12)

Γ(1
4)

∼ 0.4719.

13.32. Further Directions

The results of this section remain very preliminary and continue to be worked out and

developed in [60, 61]. We suspect that the Schwarz lemmas for the Bismut connection

established here (and [60, 61]) will play a role in the pluriclosed flow [276, 277]. In the

spirit of [52, 53] we intend to extend these results to prove Gauduchon versions of the

Aubin–Yau and Chen–Cheng–Lu inequalities.

Exploring the Bochner technique in the Riemannian category for connections more general

than the Levi-Civita connection would also be of tremendous interest.
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Part 3

The Wu–Yau Theorem



CHAPTER 14

The Wu–Yau Theorem and Kobayashi Conjecture

Just as the final chapter of part 1 and part 2 served to summarize and unify the chapters

that preceded it, part 3 – The Wu–Yau Theorem – serves to summarize and unify the parts

that preceded it. The Wu–Yau theorem is a key step forward in the more general Kobayashi

conjecture, which predicts that a compact Kobayashi hyperbolic manifold is projective and

canonically polarized. The central workhorse in the Wu–Yau theorem is the Schwarz lemma,

as we indicate with great detail1. We also include a detailed discussion of the difficulties

present in extending the Wu–Yau theorem beyond the known cases.

Chapter 14 places the Wu–Yau theorem in the context of the more general Kobayashi con-

jecture, motivating the later chapters. In chapter 15, we discuss how the Wu–Yau theorem

is a strictly weaker form of the Kobayashi conjecture, discussing the failure of the negativity

of the holomorphic sectional curvature to characterize Kobayashi hyperbolicity. Chapter 15

also contains a detailed proof of the Wu–Yau theorem, avoiding any cohomological techniques

or ambient Kähler assumption, relegating the theory of complex Monge–Ampère equations

to Chapter 16. In Chapter 17, the Diverio–Trapani extension of the Wu–Yau theorem (re-

laxing negativity of the holomorphic sectional curvature to quasi-negativity) is presented as

a consequence of the more general results obtained by the author, joint with Kai Tang and

Yashan Zhang. The final chapter – Chapter 18 – discusses the conjectural positive analog

of the Wu–Yau theorem. This does not exist in the literature and has been a curious and

confusing aspect of the subject.

We saw in part 2 that the holomorphic sectional curvature of a Kähler metric controls the

value distribution of holomorphic curves. More precisely, we saw that a Hermitian manifold

(X,ω) with Chern holomorphic sectional curvature bounded above by a negative constant
cHSCω ≤ −κ0 < 0 is Brody hyperbolic. In particular, if X is compact, then X is Kobayashi

hyperbolic. On the other hand, if (X,ω) is a compact Kähler manifold with positive (Chern)

holomorphic sectional curvature cHSCω > 0, then X is rationally connected.

1While, after reading the contents of this part, the reader may find this statement obvious, for a long

time this was not clear. For instance, in reading the proof of the Wu–Yau theorem via the Kähler–Ricci flow

that appears in [233], removing the background Kähler assumption appeared to be a daunting task.

264
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The holomorphic sectional curvature is the most natural curvature constraint from the per-

spective of complex geometry. On the other hand, in algebraic geometry, the (first Chern)

Ricci curvature cRic
(1)
ω is most natural. Indeed, the ampleness of the canonical bundle of a

compact Kähler manifold is equivalent to the Ricci curvature being everywhere negative.

14.1. The Kobayashi Conjecture

To understand the landscape of complex manifolds, we want to not only understand the

complex-analytic and algebro-geometric classifications but how they are related. As we

discussed in the introduction, one of the primary motivators is the following (Hermitian

extension of the) Kobayashi conjecture:

Conjecture 14.1.1. Let (X,ω) be a compact Kobayashi hyperbolic manifold. Then the

canonical bundle KX is ample. In particular, X is projective and canonically polarized.

We observe that the Kobayashi conjecture predicts that if a compact complex manifold X

supports no entire curves C → X, then KX is ample. In particular, X is projective with a

Kähler–Einstein metric ωϕ such that Ricωϕ = −ωϕ.

14.2. The Kobayashi Conjecture for Complex Surfaces

By the classification of surfaces, a proof of the Kobayashi conjecture for Kähler surfaces was

given by Campana [74] and Wong [313]:

Theorem 14.2.1. ([74, 313]). Let X be a compact Kähler surface. If X is Kobayashi

hyperbolic, then KX is ample.

Proof. ClassifyX by its Kodaira dimension κ: If κ = −∞, thenX is uniruled and hence,

cannot be hyperbolic. If κ = 0, then X is covered either by a torus or a K3 surface; both are

non-hyperbolic. For tori, this is clear; for K3 surfaces, this follows from the fact that if X is

a K3 surface, then X has arbitrarily small close deformations, which are Kummer surfaces,

which are not hyperbolic. Since small deformations of hyperbolic manifolds are hyperbolic,

the result follows. If κ = 1, then X is an elliptic surface and thus, is not hyperbolic. If

κ = 2 and KX is not ample, then by Kodaira’s theorem, X contains a (−2)–curve. Hence,

X cannot be hyperbolic. �

Remark 14.2.2. If, in addition, one assumes that X admits a Kähler metric of negative

holomorphic sectional curvature, an alternative argument was given by Heier–Lu–Wong [163].

14.3. Moishezon Manifolds

There are a number of cases for which the (Hermitian extension of the) Kobayashi conjecture

can be verified. First, we state the following definition:
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Definition 14.3.1. Let X be a compact complex manifold. We say that X is Moishezon if

there is a bimeromorphic map ϕ : X −→ Y onto a smooth projective variety Y .

Remark 14.3.2. We remind the reader that the algebraic dimension aX of a (connected)

compact complex manifold X is defined to be the transcendence degree of the field of mero-

morphic functions on X. This is a non-negative integer 0 ≤ aX ≤ dimC(X). From [213,

Chapter 3], Moishezon manifolds can be equivalently described by having maximal algebraic

dimension, i.e., aX = dimC(X).

Remark 14.3.3. Since the Kodaira dimension κX bounds the algebraic dimension from

below:

κX ≤ aX ≤ dimCX,

it is clear that if X is a compact complex manifold of general type, then X is Moishezon. In

fact, it is easy to see that X is Moishezon if and only if X supports a big line bundle L→ X.

Moishezon manifolds play an important role in the Kobayashi conjecture. For instance, we

have:

Theorem 14.3.4. Let X be a compact Kobayashi hyperbolic manifold with KX big. Then

X is projective and canonically polarized.

Proof. If KX is big, then X is Moishezon. Moishezon’s theorem [220] asserts that if

X is Moishezon without rational curves, then X is projective. Hence, we deduce that X

is projective and of general type. From the base-point-free theorem and the relative cone

theorem [223, 187, 197], a projective manifold of general type with no rational curves has

ample canonical bundle. �

14.4. Siu–Demailly Solution of the Grauert–Riemenschneider Conjecture

We can replace the big assumption on the canonical bundle with the quasi-negativity of the

first Chern–Ricci curvature of a Hermitian metric using the following Siu–Demailly criterion:

Theorem 14.4.1. Let (X,ω) be a compact Hermitian manifold with quasi-negative (or

quasi-positive) first Chern–Ricci curvature. Then X is Moishezon.

14.5. Holomorphic Morse Inequalities

In fact, this can be vastly improved by making use of holomorphic Morse inequalities. To

describe the improvement, we introduce the following definition:

Definition 14.5.1. Let (L, h) → X be a Hermitian line bundle over a compact complex

manifold X. We define the k–index locus Zk(L, h) of (L, h) to be the set of points in X such

that the curvature form Θ(L,h) has k negative eigenvalues and n−k nonnegative eigenvalues.
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With the above definition, we have the following [111, p. 167]:

Theorem 14.5.2. Let (L, h)→ X be a Hermitian line bundle over a complex manifold X.

Suppose ∫
Z1(L,h)

(
Θ(L,h)

)n
> 0,

then κ(L) = n, the line bundle L is big, and X is Moishezon.

In particular, we have

Corollary 14.5.3. Let X be a compact Kobayashi hyperbolic manifold.

(i) If there is a Hermitian line bundle (L, h)→ X such that
∫
Z1(L,h)

(
Θ(L,h)

)n
> 0, then

X is projective with nef canonical bundle.

(ii) If there is a Hermitian metric ω on X such that
∫
Z1(KX ,ωn)

(
−cRic

(1)
ω

)n
> 0, then

X is projective and canonically polarized.

14.6. Kobayashi Hyperbolicity and Calabi–Yau Manifolds

One of the critical cases to rule out is the Kobayashi hyperbolicity of complex manifolds with

vanishing Kodaira dimension:

Lemma 14.6.1. Let X be a projective Kobayashi hyperbolic manifold. Assume the abun-

dance conjecture holds. If Kobayashi hyperbolic manifolds must have positive Kodaira di-

mension κ > 0, then the Kodaira dimension must be maximal κ = dimCX.

Proof. If X is projective Kobayashi hyperbolic, then by Mori [223], the canonical bun-

dle KX is nef. In particular, the abundance conjecture (which is known in dimensions ≤ 3)

implies that KX is semi-ample. That is, the linear system |K⊗`X | yields a surjective holo-

morphic map Φ|K⊗`X |
: X −→ Y ⊂ PN` onto a normal irreducible and reduced projective

variety Y of dimension dimC Y = κ(X), where the fibers of this map have vanishing Kodaira

dimension. Since complex submanifolds of Kobayashi hyperbolic manifolds are Kobayashi

hyperbolic, the fibers must be zero-dimensional and κ(X) = dimC Y = dimCX, i.e., X must

be of general type. �



CHAPTER 15

Kobayashi Hyperbolicity and the Holomorphic Sectional

Curvature

Kobayashi hyperbolicity is strictly weaker than the existence of a Hermitian metric with nega-

tive (Chern) holomorphic sectional curvature. For a long time, it was conjectured that a com-

pact Kobayashi hyperbolic manifold admits a Hermitian metric with negative (Chern) holo-

morphic sectional curvature. Evidence for this conjecture was given by Grauert–Reckziegel

[143] who constructed a Hermitian metric in a neighborhood of a fiber of an analytic family

of compact Riemann surfaces of genus g ≥ 2 over a Riemann surface, such that the Hermitian

metric has negative holomorphic sectional curvature in this neighborhood. This local con-

struction was extended to higher dimensions by Cowen [103]. Deschamps–Martin [113], and

Schneider [255] showed that Kodaira surfaces of general type have negative tangent bundle

in the sense of Grauert.

15.1. Cheung’s Fibration Construction

The first general construction of Hermitian metrics with negative holomorphic sectional cur-

vature was given by Cheung [98, 99]:

Theorem 15.1.1. Let f : X −→ Y be a holomorphic submersion from a compact complex

manifold X into a Hermitian manifold (Y, ωh) with cHSCωh < 0. If each fiber Xy := f−1(y)

supports a Hermitian metric with negative (Chern) holomorphic sectional curvature, and

these metrics vary smoothly as a function of Y , then X supports a Hermitian metric with

everywhere negative (Chern) holomorphic sectional curvature.

In other words, if f is a holomorphic submersion with

(HSC < 0 base) + (HSC < 0 fiber) =⇒ (HSC < 0 total space).

Example 15.1.2. Let f : X → Y be a Kodaira surface. The base Y and fibers Xy are

compact Riemann surfaces of genus g ≥ 2. Hence, admit Hermitian metrics of negative

(Chern) holomorphic sectional curvature. Therefore, by 15.1.1, X admits a Hermitian metric

with negative (Chern) holomorphic sectional curvature.

268
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Remark 15.1.3. From the subbundle decreasing property of the holomorphic sectional cur-

vature, we also have

(HSC < 0 total space) =⇒ (HSC < 0 fiber).

It is natural to ask, therefore, the following:

Question 15.1.4. Let f : (X,ωg) → Y be a holomorphic submersion from a compact

Hermitian manifold (X,ωg) with cHSCωg < 0. Does there exist a Hermitian metric ωh on Y

such that cHSCωh < 0?

15.2. Positive Analog of Cheung’s Fibration Theorem

Let us remark that the positive analog of 15.1.1 was recently established by Chaturvedi–Heier

[83]:

Theorem 15.2.1. Let f : X −→ Y be a holomorphic submersion from a compact com-

plex manifold to a Hermitian manifold (Y, ωh) with cHSCωh > 0. Assume the fibers admit

Hermitian metrics with positive (Chern) holomorphic sectional curvature. Then X admits a

Hermitian metric with positive (Chern) holomorphic sectional curvature.

15.3. The Semi-Positive Analog of Cheung’s Fibration Theorem

Example 15.3.1. The semi-positive (or non-negative) analog of 15.2.1 does not hold, as the

following example illustrates: Let p : D×D→ D be the holomorphic map given by projecting

to the second factor, i.e., p(z, w) = w. The Hermitian metric ωh :=
√
−1 dw∧dw

(1+|w|2)
on D has

positive (Chern) holomorphic sectional curvature. On the other hand,

Φ :=
√
−1

e2|w|2dz ∧ dz
1 + |z|4e4|w|2

restricts to a Hermitian metric of semi-positive (Chern) holomorphic sectional curvature on

each fiber. For any λ > 0,

ωλ := Φ + λp∗ωh

is a Hermitian metric, but does not have semi-positive (Chern) holomorphic sectional curva-

ture for any λ > 0.

15.4. Demailly’s Algebraic Hyperbolicity Criterion

Despite the growing evidence for the conjecture that every compact Kobayashi hyperbolic

manifold admits a Hermitian metric with negative (Chern) holomorphic sectional curvature,

it was later shown by Demailly [109] that the conjecture was false. The starting point is the

following algebraic hyperbolicity criterion:
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Proposition 15.4.1. (Demailly). Let (X,ω) be a compact Hermitian manifold and let

f : C → X be a non-constant holomorphic map from a Riemann surface C of genus g.

Suppose that HSCω ≤ A for some A ∈ R. Then

2− 2g +
∑
p∈C

(mp − 1) ≤ A

2π
degω(C),

where degω(C) =
∫
C
f∗ω.

Proof. We follow the proof given in [115]: The differential df of f : C → X gives an

injection df : T 1,0C → T 1,0X at the level of sheaves. Because of the vanishing of df , this is

not an injection of bundles. Let D =
∑

p∈C(mp − 1) · p, where mp denotes the multiplicity

of df at p. Twisting T 1,0C with the line bundle associated to D gives an injection of bundles

df : T 1,0C⊗ OC(D)→ T 1,0X.

If t is a local holomorphic coordinate centered at a point p ∈ C, then ∂t gives a coordinate

frame for T 1,0C. A local holomorphic frame for T 1,0C ⊗ OC(D), centered at p ∈ C, is given

by η(t) = t1−mp∂t. Set ξ(t) := df(η(t)), which gives a local holomorphic coordinate frame for

f∗TX . The Griffiths curvature of (T 1,0C⊗OC(D), h) is

〈Θ(T 1,0C⊗OC(D), h)(∂t, ∂t)ξ, ξ〉h = Θ(T 1,0C⊗OC(D), h)(∂t, ∂t)‖ξ‖2ω.

By the subbundle decreasing property of the holomorphic sectional curvature, we have

〈Θ(T 1,0C⊗OC(D), h)(∂t, ∂t)ξ, ξ〉h ≤ 〈Θ(f∗TX , f
∗ω)(∂t, ∂t)ξ, ξ〉f∗ω

= 〈f∗Θ(T 1,0X,ω)(∂t, ∂t)ξ, ξ〉f∗ω
= |tmp−1|2〈Θ(T 1,0X,ω)(ξ, ξ)ξ, ξ〉ω
≤ A|tmp−1|2‖ξ‖4ω
= −

√
−1A(f∗ω)(∂t, ∂t),

where f∗ω is understood to be the pullback at the level of forms. This implies that

√
−1Θ(T 1,0C⊗OC(D), h) ≤ Af∗ω.

Hence, ∫
C

√
−1

2π
Θ(T 1,0C⊗OC(D), h) ≤ A

2π

∫
C

f∗ω =
A

2π
degω(C).

Further,∫
C

√
−1

2π
Θ(T 1,0C⊗OC(D), h) = deg(T 1,0C⊗OC(D)) = 2− 2g +

∑
p∈C

(mp − 1),

proving the theorem. �
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Remark 15.4.2. It is perhaps worth noting that Demailly’s algebraic criterion does not

distinguish between non-positive and quasi-negative holomorphic sectional curvature.

15.5. Demailly’s Counterexample

Remark 15.5.1. Demailly’s example of a Kobayashi hyperbolic manifold that does not

support a Hermitian metric of negative holomorphic sectional curvature effectively reduces

to the following: Construct a projective surface X which is fibered by hyperbolic curves over a

hyperbolic base. This ensures that X is Kobayashi hyperbolic. Then construct this fibration

so that there is a sufficiently singular fiber that violates Demailly’s algebraic obstruction.

The reader may wish to consult [109, 115] for further details.

15.6. The Wu–Yau Theorem

The fact that Kobayashi hyperbolicity is strictly weaker than the existence of a Hermitian

metric with negative (Chern) holomorphic sectional curvature makes the Kobayashi conjec-

ture particularly difficult – there is even less structure to work with. On the other hand,

even if we have a Hermitian metric of negative (Chern) holomorphic sectional curvature, its

relationship to the canonical bundle is not so clear.

If X is a compact complex manifold, then KX is ample if and only if there exists a Hermitian

metric ω with negative (first Chern) Ricci curvature cRic
(1)
ω < 0. In the presence of a

Hermitian metric of negative holomorphic sectional curvature, the Kobayashi conjecture can

be expressed as follows:

Conjecture 15.6.1. Let (X,ω) be a compact Hermitian manifold with cHSCω < 0. Then

there exists a Kähler metric η such that Ricη < 0.

15.7. The Holomorphic Sectional Curvature and Ricci Curvature

The first evidence for this version of the conjecture comes from the fact that the holomorphic

sectional curvature and Ricci curvature reside on similar strata of the curvature hierarchy.

For instance, if ω is a Kähler metric, then both the Ricci curvature and holomorphic sectional

curvature are dominated by the holomorphic bisectional curvature and dominate the scalar

curvature. On the other hand, they do not dominate each other:

Example 15.7.1. Let

Xd := {zd0 + · · ·+ zdn = 0} ⊆ Pn

be the Fermat hypersurface of degree d ≥ n + 2 in Pn. By adjunction, KXd is ample, and

therefore, by the Aubin–Yau theorem, Xd admits a Kähler–Einstein metric of negative Ricci

curvature. There is no Hermitian metric on Xd with negative (Chern) holomorphic sectional

curvature, however, since Xd contains complex lines.
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15.8. Hermitian Wu–Yau Theorem

In light of these examples, the following theorem illustrates the curious relationship between

the holomorphic sectional curvature and the Ricci curvature ([52, 53, 326]):

Theorem 15.8.1. (Hermitian Wu–Yau theorem). Let (X,ωg) be a compact partially Kähler-

like1 Hermitian manifold with a Hermitian metric ωh such that cRBCωh < 0. Then KX is

ample. In particular, X is projective and canonically polarized.

We do not have full access to cohomology to prove the Hermitian Wu–Yau theorem. The

technique relies on establishing the existence of a Kähler–Einstein of negative scalar curva-

ture. The construction of this Kähler–Einstein metric will be given by a solution of a complex

Monge–Ampère equation, following the framework set up in [315].

15.9. Complex Monge–Ampère Equations on Hermitian Manifolds

We give a proof of the Wu–Yau theorem assuming the solvability of the complex Monge–

Ampère equation. Namely, we will assume the following theorem [97, 297]:

Theorem 15.9.1. (Cherrier, Tosatti–Weinkove). Let (X,ω) be a compact Hermitian man-

ifold. Let F ∈ C∞(X,R) be a smooth function. Then there exists a unique ϕ ∈ C∞(X,R)

and a unique b ∈ R such that ωϕ := ω +
√
−1∂∂̄ϕ > 0 and

ωnϕ = eF+bωn, sup
X
ϕ = 0.

We will return to a discussion of the complex Monge–Ampère equation after completing the

proof of the Wu–Yau theorem.

The proof of the Hermitian extension of the Wu–Yau theorem hinges upon the Schwarz

lemma in the Hermitian category. As a consequence, we require a lower bound on the second

Chern–Ricci curvature of the source metric appearing in the Schwarz lemma and a negative

upper bound on the (Chern) real bisectional curvature of the target metric.

15.10. Outline of the Proof

Let us outline the structure of the argument: We want to first show that if (X,ωg) is a

compact Hermitian manifold with a Hermitian metric ωh such that cRBCωh ≤ −κ0 < 0, then

the canonical bundle KX is nef. Following [315, 316, 298, 326, 52, 53], we proceed by

contradiction and suppose that KX is not nef. Then there exists an ε0 > 0 such that the real

(1, 1)–form

ε0ωg − cRic(1)
ωg +

√
−1∂∂̄ϕ

1For the reader’s convenience, we recall that partially Kähler-like metrics are defined in Definition 13.5.1.
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is not positive-definite for any smooth function ϕ ∈ C∞(X,R). However, for any ε > 0, the

real (1, 1)–form

(ε+ ε0)ωg − cRic(1)
ωg +

√
−1∂∂̄ϕ

is a positive-definite Hermitian metric. By the Aubin–Yau theorem [15, 329], there is a

smooth function ψε ∈ C∞(X,R) such that

ωε := (ε+ ε0)ωg − cRic(1)
ωg +

√
−1∂∂̄uε > 0, uε := ϕε + ψε, (15.10.1)

is a solution of the complex Monge–Ampère equation

ωnε = euεωng . (15.10.2)

Differentiating (15.10.2) yields

cRic(1)
ωε = −

√
−1∂∂̄uε + cRic(1)

ωg = −ωε + (ε+ ε0)ωg. (15.10.3)

Hence, ωε is a twisted first Chern–Ricci–Einstein metric.

Let ωh be the Hermitian metric on X with cRBCωh ≤ −κ0 < 0. To apply the Hermitian

Chenr–Lu inequality to the identity map id : (X,ωε) −→ (X,ωh), we need control of cRic
(2)
ωε .

Recall from the relations on the Chern–Ricci curvatures that

cRic(2)
ωε = cRic(1)

ωg −
√
−1Λε(∂∂̄ωε)− (∂∂∗εωε + ∂̄∂̄∗εωε) + cT♦ε ,

where Λε is the formal adjoint of the Lefschetz operator Lωε(·) := ωε ∧ ·, and ∂∗ε , ∂̄∗ε denote

the formal adjoints (with respect to ωε) of ∂, ∂̄, respectively.

15.11. Nefness of the Canonical Bundle

We can generate several variants on the Hermitian extension of the Wu–Yau theorem by

considering various constraints on the metric ωε. The simplest case is when ωε is (Chern)

partially Kähler-like (e.g., when ωε is Chern Kähler-like, or Kähler). We proceed with the

argument in this case, and will return to consider alternative assumptions on ωε:

Suppose that for all ε > 0, the metric ωε is (Chern) partially Kähler-like. Then (15.10.3)

implies that

cRic(2)
ωε = −ωε + (ε+ ε0)ωg.

Since X is compact, the smooth metrics ωg and ωh are uniformly equivalent. In particular,

we have a uniform2 constant C > 0 such that ωg ≥ C−1ωh, and therefore,

cRic(2)
ωg ≥ −ωε + C−1(ε+ ε0)ωh.

2Throughout this section, uniform will be understood to mean independent of ε > 0 for ε > 0 small.
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Hence, the Hermitian Chern–Lu inequality yields

trωε(ωh) ≤ 1

C−1(ε+ ε0) + κ0
≤ C,

where the last (generic) constant C > 0 is uniform, independent of ε ↘ 0. Let x0 ∈ X be

the point at which uε attains its maximum. At this point, we have
√
−1∂∂̄uε(x0) ≤ 0, and

hence
(

(ε+ ε0)ωg − cRic
(1)
ωg

)
(x0) > 0. Further,

esupX uε = euε(x) ≤

(
(ε+ ε0)ωg − cRic

(1)
ωg

)n
ωng

(x0) ≤ C, (15.11.1)

where C > 0 is a uniform constant. From (15.11.1) we have a uniform constant C > 0 such

that

sup
X

ωnε
ωng
≤ C.

Therefore, from the uniform equivalence of ωg and ωh, we have

trωg(ωε) ≤ trωε(ωg)
n−1ω

n
ε

ωng
≤ Ctrωε(ωg)

n−1 ≤ Ctrωε(ωh)n−1 ≤ C,

where C > 0 denotes a generic uniform constant. It follows that there is a uniform constant

C > 0 such that

C−1ωg ≤ ωε ≤ Cωg.

This, together with the complex Monge–Ampère equation ωnε = euεωng implies that infX uε ≥
−C. The higher-order estimates

‖ωε‖Ck(X,ωg) ≤ Ck, (15.11.2)

where Ck is independent of ε for all k ∈ N0, follow from [97], generalizing Calabi’s third-order

estimate [329] (c.f., [244, 297, 298]). Given (15.11.2), we can now obtain the desired con-

tradiction. Indeed, from (15.11.2), via the Arzelà–Ascoli theorem and a diagonal argument,

there is a subsequence εi ↘ 0 such that ωεi converges smoothly to a Hermitian metric

ω0 = ε0ωg − cRic(1)
ωg +

√
−1∂∂̄u > 0,

violating the fact that ε0ω − cRic
(1)
ωg +

√
−1∂∂̄u is not positive-definite.

We formulate the statement we just proved more precisely:

Theorem 15.11.1. Let (X,ωg) be a compact Hermitian manifold with a Hermitian metric

ωh such that cRBCωh ≤ −κ0 < 0. If, for any ε > 0, the Hermitian metric

ωε := (ε+ ε0)ωg − cRic(1)
ωg +

√
−1∂∂̄uε

defined in (15.10.1) is Chern partially Kähler-like, then KX is nef.
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15.12. Partially Kähler-Like Wu–Yau Theorem

We may now give a proof of the following Hermitian extension of the Wu–Yau theorem

following [315]:

Theorem 15.12.1. Let (X,ωg) be a compact Hermitian manifold with a Hermitian metric

ωh such that cRBCωh ≤ −κ0 < 0. If, for any ε > 0, the Hermitian metric

ωε := (ε+ ε0)ωg − cRic(1)
ωg +

√
−1∂∂̄uε

defined in (15.10.1) is Chern partially Kähler-like, then KX is ample.

Proof. From 15.11.1, the canonical bundle KX is nef. Hence, for any ε > 0, there is a

smooth function fε ∈ C∞(X,R) such that

ωfε := εωg − cRic(1)
ωg +

√
−1∂∂̄fε > 0

on X. By [15, 329, 297], there is a smooth function vε ∈ C∞(X) such that, for uε := fε+vε,

we have

ωnuε = euεωng , ωuε := εωg − cRic(1)
ωg +

√
−1∂∂̄uε > 0.

Repeating the argument from 15.11.1, we extract a subsequence εi ↘ 0 such that ωuεi
converges smoothly to

ωu = −cRic(1)
ωg +

√
−1∂∂̄u > 0,

where ωnu = euωng . Differentiating the complex Monge–Ampère equation, we see that

cRic(1)
ωu = cRic(1)

ωg −
√
−1∂∂̄u = −ωu. (15.12.1)

In particular, ωu is first Chern–Ricci–Einstein. Taking the exterior derivative of (15.12.1)

shows that ωu is Kähler, and hence, Kähler–Einstein with negative scalar curvature. There-

fore, KX is ample, and X is projective and canonically polarized. �

Remark 15.12.2. The structure of the above argument is both elementary and marvelous.

The argument requires no cohomology theory, and hence, no Kähler assumption. What is,

moreover, quite striking is that the Kähler–Einstein is constructed directly on a non-Kähler

Hermitian manifold. This should be compared with the Kähler–Ricci flow proof of the Wu–

Yau theorem (in the Kähler setting) given by Nomura [233] which argues in the reverse

direction: One obtains the Kähler–Einstein metric by proving that the canonical bundle KX

is ample. This latter approach requires more algebro-geometric theory, and hence, is less

amenable on a general Hermitian manifold.

Remark 15.12.3. Let us further remark that although the argument for the proof of both

15.11.1 and 15.12.1 is contained in [315, 316, 298], the statements are only given for Kähler

metrics. The reason for this is likely because of the awkward nature of additional assumptions

on a Hermitian metric, outside of the Kähler condition dω = 0. Indeed, both 15.11.1 and
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15.12.1 are stated in terms of the perturbed metric ωε. The metric ωε is perturbed (from ωg)

in two ways:

(i) It is scaled in the ωg direction by ε+ ε0;

(ii) and it is translated within its ∂∂̄–cohomology class by −cRic
(1)
ωg +

√
−1∂∂̄uε.

Outside of the Kähler condition, not many assumptions on ωg are preserved by the map

ωg 7−→ ωε := (ε+ ε0)ωg − cRic(1)
ωg +

√
−1∂∂̄uε. (15.12.2)

The balanced or partially Kähler-like conditions are certainly not preserved with the ∂∂̄–

cohomology class, for instance. The pluriclosed condition is preserved by the map (15.12.2).

Unfortunately, the pluriclosed is not as fruitful as the balanced condition in comparing the

first and second Chern–Ricci curvatures. Indeed, if ωg is pluriclosed, then

cRic(2)
ωε = cRic(1)

ωg − (∂∂∗εωε + ∂̄∂̄∗εωε) + cT♦ε ,

and one still has to deal with the ∂∂∗εωε + ∂̄∂̄∗εωε term. Note that cT♦ε is positive, so can be

done away with in the estimate. The ∂∂∗εωε + ∂̄∂̄∗εωε term does not have a sign in general

and vanishes only if ωε is balanced. Of course, by 10.5.8, a Hermitian metric that is both

balanced and pluriclosed is Kähler. For further results in this direction, we invite the reader

to consult [60, 61].

15.13. Bismut Wu–Yau Theorem

Let us give an example application of the Bismut Schwarz lemma 13.19.1 to the Hermitian

extension of the Wu–Yau theorem:

Theorem 15.13.1. Let (X,ωg) be a compact Hermitian manifold with a Hermitian metric

ωh such that

bRBCωh + bR̃BCωh ≤ −κ0 < 0.

Suppose that for any ε > 0, the Hermitian metric ωε defined in (15.10.1) is balanced with

√
−1Λε(∂∂̄ωg) ≤

1

3
(C1 − 3)ωε +

1

3
(C2 + 3(ε+ ε0))ωg,

for some constants C1, C2 ∈ R, where Λε is the formal adjoint of the Lefschetz operator

associated to ωε. If there is a uniform bound B0 on the norm of the Bismut torsion of ωε

and κ0 − C2 − 2B0 > 0, then KX is ample.

The proof is identical to the proof of 15.11.1 and 15.12.1, making the appropriate modifica-

tions in the Schwarz lemma. We could include a substantially larger number of variants on

the Hermitian extension of the Wu–Yau theorem, but due to time constraints, we leave these

to [61].
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15.14. Further Directions

From the monotonicity theorem for the t–Gauduchon holomorphic sectional curvature, we

see that negative Chern holomorphic sectional curvature is the strongest condition on the

Gauduchon holomorphic sectional curvatures. On the other hand, positive Chern holomor-

phic sectional curvature is the weakest condition on the Gauduchon holomorphic sectional

curvatures. Recall that if (X,ω) is a Hermitian manifold (not necessarily complete) with

cHSCω ≤ −κ0 < 0,

then the Schwarz lemma implies that X is Brody hyperbolic (i.e., every holomorphic map

C → X is constant). If X is compact, then Brody’s theorem implies that X is Kobayashi

hyperbolic. For a long time, it was conjectured that every compact Kobayashi hyperbolic

manifold supports a Hermitian metric with negative Chern holomorphic sectional curvature.

A counterexample to this conjecture was given by Demailly [109] (see also [115]). The

counterexample is given by a projective Kobayashi hyperbolic surface, fibered by genus g > 1

curves over a genus g > 1 curve, with a fiber sufficiently singular to violate Demailly’s

algebraic hyperbolicity criterion.

In light of the above monotonicity result for the Gauduchon–Holomorphic sectional curvature,

it is natural to ask the following question:

Question 15.14.1. Let X be a compact Kobayashi hyperbolic manifold. Does X admit a

Hermitian metric with tHSCω < 0 for some (range of) t ∈ R?

In [60, 61], significantly more general results will appear concerning the Wu–Yau theorem

in the Hermitian category. These results, at the time of writing this, however, are still in

preparation.
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CHAPTER 16

A Brief Discussion of Complex Monge–Ampère Equations

We start by recalling the general framework which has been the foundation of complex

differential geometry since [329].

16.1. Yau’s solution of the Calabi conjecture

We saw in Chapter 2 that if ω is a Kähler metric, then the Ricci form Ricω = −
√
−1∂∂̄ logωn

represents the first Chern class of the anti-canonical bundle c1(K−1
X ). The Calabi conjecture

asserts that the converse is true, namely:

Conjecture 16.1.1. (Calabi [71]). Let (X,ω) be a compact Kähler manifold. Let α be a

representative of c1(K−1
X ). Then there exists a Kähler metric ωϕ = ω +

√
−1∂∂̄ϕ such that

α = Ricωϕ .

Assuming the Calabi conjecture, we see that by taking α = 0, it follows that for any Kähler

metric ω, there is a cohomologous metric ωϕ such that Ricωϕ = 0.

It was shown by Calabi that the Calabi conjecture is equivalent to the solvability of a complex

Monge–Ampère equation. Indeed, for any Kähler metric ω, and any representative α of

c1(K−1
X ), we have Ricω = α +

√
−1∂∂̄F for some smooth function F ∈ C∞(X,R). Since

α = Ricωϕ , we have

Ricω = Ricωϕ +
√
−1∂∂̄F ⇐⇒ −

√
−1∂∂̄ logωn = −

√
−1∂∂̄ logωnϕ +

√
−1∂∂̄F

⇐⇒
√
−1∂∂̄ log

ωnϕ
ωn

=
√
−1∂∂̄F.

By the maximum principle, there is a constant b ∈ R such that

log
ωnϕ
ωn

= F + b,

and thus, the solvability of the Calabi conjecture is equivalent to the solvability of the complex

Monge–Ampère equation

ωnϕ = eF+bωn. (16.1.1)

279
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16.2. Uniqueness

The uniqueness of (16.1.1) was established by Calabi [71] and follows from a straightforward

maximum principle argument.

16.3. Existence

The method of existence to (16.1.1) was also formulated by Calabi. The approach is the

well-known continuity method. We consider a family of complex Monge–Ampère equations,

starting from one whose solution is known and ending at (16.1.1):

(ω +
√
−1∂∂̄ϕt)

n = etF+ctωn,

where ωt := ω +
√
−1∂∂̄ϕt > 0 and ct is the constant such that

∫
X ω

n
ϕt =

∫
X e

tF+ctωn.

16.4. Openness

The openness will follow from the implicit function theorem for Banach spaces [279]:

Theorem 16.4.1. (Implicit Function Theorem). Let Ψ : U × V → W be a Ck–operator

between Banach spaces. Write DyΨ(x0, y) ∈ Hom(V,W ) for the differential of y 7→ Ψ(x0, y),

for some fixed x0 ∈ U . If DyΨ(x0, y) is invertible at (x0, y0) ∈ U × V . Then there are open

neighborhoods U0 ⊆ U ×V and V0 ⊆ V ×W of (x0, y0) and (x0,Ψ(x0, y0)), respectively, such

that U0 3 (x, y) 7→ (x,Ψ(x, y)) ∈ V0 is invertible with inverse of Ck regularity.

Lemma 16.4.2. Suppose that (MA)t has a solution for some t < 1. Then for any sufficiently

small ε > 0, there is a solution to (MA)t+ε.

Proof. Following [279, Lemma 3.3], we define an operator Φ : C3,α(X) × [0, 1] −→
C1,α(X),

Φ(ϕ, t) := log
(ω0 +

√
−1∂∂̄ϕt)

n

ωn0
− ϕ− tF.

By assumption, there exists a smooth function ϕt ∈ C∞(X,R) such that Φ(ϕt, t) = 0 and

ωt = ω0 +
√
−1∂∂̄ϕt > 0 is Kähler. The metric ωt is used to define the Hölder norms on X.

To apply the implicit function theorem, we compute

DΦ(ϕt,t)(ψ, 0) =
n
√
−1∂∂̄ψ ∧ ωn−1

t

ωnt
− ψ = ∆ωtψ − ψ.

The linear operator L(ψ) := ∆ωtψ − ψ has trivial kernel. Indeed, if L(ψ) = 0, then∫
X
|ψ|2ωtω

n
t =

∫
X
ψ∆ωtψω

n
t = −

∫
X
|∇ψ|2ωtω

n
t ≤ 0,

so ψ = 0. The operator L is self-adjoint, so L∗ has a trivial kernel. From [279, Theorem

2.13], it follows that L is an isomorphism of Hölder spaces

L : C3,α(X) −→ C1,α(X).
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By the implicit function theorem, for s sufficiently close to t, there exist functions ϕs ∈
C3,α(X) such that Φ(ϕs, s) = 0. For s sufficiently close to t, this ϕs will be close enough to

ϕt in C3,α to ensure that ω0 +
√
−1∂∂̄ϕs is a positive form.

To see that the solution ϕs is indeed smooth, write ω0 =
√
−1gijdzi∧dzj in local coordinates.

In coordinates, the equation Φ(ϕs, s) = 0 reads

log det(gij + ∂i∂jϕs)− log det(gij)− ϕs − sF = 0.

Let g̃ij := gij + ∂i∂jϕs. Since ϕs ∈ C3,α, we can differentiate the equation to obtain

g̃ij(∂kgij + ∂k∂i∂jϕs)− ∂k log det(gij)− ∂kϕs − s∂kF = 0.

Write the above equation as

g̃ij∂i∂j(∂kϕs)− ∂kϕs = s∂kF + ∂k log det(gij)− g̃
ij∂kgij .

View this as a linear elliptic equation P (∂kϕs) = H for the function ϕkϕs, where H =

s∂kF + ∂k log det(gij) − g̃ij∂kgij . The coefficients of P are in C1,α and H ∈ C1,α. Hence,

∂kϕs ∈ C3,α, and similarly, ϕkϕs ∈ C3,α. Therefore, ϕs ∈ C4,α, and repeating the argument

shows that ϕs ∈ C5,α, and iterating shows that ϕs is smooth. �

16.5. Closedness

To show that S ⊆ [0, 1] is closed, we require a priori estimates on (16.1.1). This is the most

difficult part of the problem, and is carried out as follows: We first establish the uniform

L∞–estimate ‖ϕt‖L∞(X,ω) ≤ C, where the constant C > 0 does not depend on the parameter

t. This is the main contribution of Yau’s in [329] and is well-known to be the most difficult.

The second step is to establish the C2–estimate ∆ωϕt ≤ C (again, the constant C > 0 is

uniform, independent of t). We can then establish all higher-order estimates from these two

estimates via standard elliptic bootstrapping techniques or the complex Evans–Krylov theory.

In more detail, by the results of [97], it suffices to obtain a uniform L∞–bound on ϕ. Cher-

rier [97] showed, by extending the second-order estimate of Yau [329] and Aubin [15], that

ωϕ = ω+
√
−1∂∂̄ϕ is then uniformly equivalent to ω. Cherrier [97] further extends the Cal-

abi third-order estimate [329] to show that a uniform C1 bound on ωϕ can be obtained. All

higher-order estimates via standard elliptic bootstrapping techniques or the complex Evans–

Krylov theory [157, 296].

Due to time constraints, we only discuss the L∞–estimate due to Tosatti–Weinkove [297].

Some of the exposition is borrowed from [311]. We first recall the following analytic prelim-

inaries:
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16.6. The Poincaré and Sobolev Inequalities

Theorem 16.6.1. (Poincaré inequality). Let (X,ω) be a compact Hermitian manifold.

There exists a constant C such that for any real-valued function f : X → R with
∫
X fω

n = 0

we have ∫
X
|f |2ωn ≤ C

∫
X
|∂f |2ωn,

where |∂f |2 = gij∂if∂jf .

Theorem 16.6.2. (Sobolev inequality). Let (X,ω) be a compact Hermitian manifold of

(complex) dimension n > 1. There exists a uniform constant C such that for any real-valued

function f : X → R we have(∫
X
|f |2pωn

) 1
p

≤ C

(∫
X
|∂f |2ωn +

∫
X
|f |2ωn

)
,

where p = n
(n−1) > 1.

16.7. The L∞–estimate via Moser Iteration

Let ϕ := ϕt and let F̃ := tF + ct.

Claim: There is a constant C = C(X, g, sup F̃ ), independent of t, such that if
∫
X ϕω

n = 0,

then

‖ϕ‖L∞(X,ω) ≤ C.

The main idea is just an exercise in book-keeping relative to the case n = 2. Hence, consid-

ering the case n = 2, we have∫
X
ϕ(ω2 − ω2

ϕ) =

∫
X
ϕ ∧ (ω − ωϕ) ∧ (ω + ωϕ)

=

∫
X
ϕ ∧ (−

√
−1∂∂̄ϕ) ∧ (ω + ωϕ)

=

∫
X

√
−1∂ϕ ∧ ∂̄ϕ ∧ (ω + ωϕ),

where the last equality follows from integrating by parts (and the Kähler condition). Hence,∫
X

√
−1∂ϕ ∧ ∂̄ϕ ∧ (ω + ωϕ) ≥

∫
X

√
−1∂ϕ ∧ ∂̄ϕ ∧ ω =

∫
X
|∇ϕ|2gω2.

On the other hand, from the equation, we know that∫
X
ϕ(ω2 − ω2

ϕ) =

∫
X
ϕ(ω2 − eF̃ω2) ≤ C

∫
X
|ϕ|2ω2,
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where C = C(X, g, sup F̃ ). Hence,

C

∫
X
|ϕ|2ω2 ≥

∫
X
|∇ϕ|2gω2.

The Poincaré inequality tells us that, whenever the average is zero, the L2–norm of the

gradient is controlled from below by the L2–norm, multiplied by a small positive constant.

Hence,

C

∫
X
|ϕ|ω2 ≥

∫
X
|∇ϕ|2gω2 ≥ C

∫
X
|ϕ|2ω2,

where the constant coming from the Poincaré inequality depends only on ω. By Cauchy–

Schwarz, we have

C

∫
X
|ϕ|ω2 ≤ C

(∫
X
ω2

) 1
2
(∫

X
|ϕ|2ω2

) 1
2

.

Combining these inequalities, we have

‖ϕ‖L2(X,ω) ≤ C.

To complete the L∞–estimate, we want to

(a) replace ϕ by a power of ϕ, namely, ϕ|ϕ|q, for some q ∈ N0.

(b) Use the Sobolev inequality in place of the Poincaré inequality, which in complex

dimension 2 reads:(∫
X
|f |4ω2

) 1
2

≤ C

(∫
X
|∇f |2ω2 +

∫
X
|f |2ω2

)
.

To this end, we see that

C

∫
X
|ϕ|q+1ω2 ≥

∫
X
ϕ|ϕ|q(ω2 − ω2

ϕ)

= −
∫
X
ϕ|ϕ|q(

√
−1∂∂̄ϕ) ∧ (ω + ωϕ)

= (q + 1)

∫
X
|ϕ|q
√
−1∂ϕ ∧ ∂̄ϕ ∧ (ω + ωϕ)

≥ (q + 1)

∫
X
|ϕ|q
√
−1∂ϕ ∧ ∂̄ϕ ∧ ω

=
(q + 1)

( q2 + 1)2

∫
X

√
−1∂

(
ϕ|ϕ|

q
2

)
∧ ∂̄

(
ϕ|ϕ|

q
2

)
∧ ω.
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Apply the Sobolev inequality to |f | = |ϕ|
q+2

2 to give(∫
X
|f |4ω2

) 1
2

=

(∫
X
|ϕ|2(q+2)ω2

) 1
2

≤ C(q + 2)

(∫
X
|ϕ|q+1ω2 +

∫
X
|ϕ|q+2ω2

)
.

Set p = q + 2. Then

‖ϕ‖L2p ≤ C
1
p p

1
p max (1, ‖ϕ‖Lp) . (16.7.1)

Replace p by 2p:

‖ϕ‖L4p ≤ C
1
2p (2p)

1
2p max(1, ‖ϕ‖L2p) ≤ C

1
pC

1
2p p

1
p (2p)

1
2p max(1, ‖ϕ‖Lp),

where the second inequality follows from (16.7.1).

Replacing p by 2k−1p, we see that

‖ϕ‖
L2kp ≤ C

1
pC

1
2p · · ·C

1

2k−1p p
1
p · · · (2k−1p)

1

2k−1p max(1, ‖ϕ‖Lp).

Setting p = 2 yields

‖ϕ‖
L2k+1 ≤ C

1
2C

1
4 · · ·C

1

2k 2
1
2 · · · (2k)

1

2k max(1, ‖ϕ‖L2)

= C
∑k
r=1 2−r2

∑k
r=1 r2

−r
max(1, ‖ϕ‖L2).

The series
∑∞

r=1 2−r and
∑∞

r=1 r2
−r are both convergent, and therefore, letting k →∞ yields

‖ϕ‖L∞ ≤ C max(1, ‖ϕ‖L2).



CHAPTER 17

The Quasi-Negative Case dans l’esprit de Diverio–Trapani

In this section, we will consider a refinement of the Wu–Yau theorem, first established by

Diverio–Trapani [116] (see also [316]), relaxing the negativity of the holomorphic sectional

curvature to quasi-negativity (non-positive everywhere and negative at one point). One of

the key results on which the theorem of Diverio–Trapani [116] hinges is the following:

Theorem 17.0.1. (Diverio–Trapani). Let (Xn, ω) be a compact Kähler manifold of (com-

plex) dimension n. If the holomorphic sectional curvature of ω is quasi-negative, then∫
X
c1(KX)n > 0.

We extended this result to the Hermitian category in a joint work with Kai Tang and Yashan

Zhang [64]. The main theorem curiously does not require the curvature to have a sign.

17.1. δ1–Boundedness and δ2–Volume Non-Collapsing

To state the main theorem, let us introduce the following terminology:

Definition 17.1.1. Let (X,ω) be a compact Kähler manifold. For positive constants δ1, δ2 >

0, we say that a Hermitian metric α on X is

(i) δ1–bounded (relative to ω) if there is a smooth function ψ : X → R such that

α ≤ δ1ω +
√
−1∂∂̄ψ.

(ii) δ2–volume non-collapsed on an open set U ⊂ X if αn ≥ δ2ω
n
0 .

A Hermitian metric α satisfying both (i) and (ii) is said to have (δ1, δ2)–bounded geometry

(relative to ω and U). The space of Hermitian metrics with (δ1, δ2)–bounded geometry

(relative to ω0 and U) is denoted by Hδ1,δ2(ω0,U).

Remark 17.1.2. We observe that δ1–boundedness is cohomological in nature, while the

assumption of δ2–volume non-collapsed is pointwise on the open set U. It would be inter-

esting to know whether the assumption of δ2–volume non-collapsed can be removed in the

subsequent results we present here.

285
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17.2. (ε, δ)–Quasi-Negativity

Definition 17.2.1. Let (X,ω) be a compact Hermitian manifold. Let Fω be curvature

function of the Hermitian metric1 ω. For a positive constant δ > 0, and a non-empty open

set U ⊂ X, we say that Fω is (ε, δ)–quasi-negative (relative to U) if, there is a sufficiently

small ε > 0 such that Fω ≤ ε on X, and if Fω ≤ −δ on U.

Remark 17.2.2. In the main theorems of the present section, the ε > 0 will also depend on

a metric ω0 and constants δ1, δ2. In this case, we say that a curvature is (ε, δ)–quasi-negative

(relative to ω0,U, δ, δ1, δ2). Let us, moreover, note that, for a curvature function Fω, we

understand Fω ≤ C on a set X to mean

sup
x∈X

sup
vx∈TxX

Fω(vx) ≤ C.

The above terminology naturally extends the notion of quasi-negative, which can be viewed

as a limit (as ε→ 0) of (ε, δ)–quasi-negativity.

Given the above definitions, we now state the main theorem of [64]:

Theorem 17.2.3. Let (Xn, ω0) be a compact Kähler manifold. Assume that there is a

Hermitian metric η ∈ Hδ1,δ2(ω0,U) with (δ1, δ2)–bounded geometry. If the (Chern) real

bisectional curvature of η is (ε, δ)–quasi-negative (relative to ω0,U, δ1, δ2, δ), then∫
X
c1(KX)n > 0.

Proof. To show that
∫
X c1(KX)n > 0, it suffices to obtain the estimate∫

X
(−Ricω0)n = (2π)n

∫
X
c1(KX)n > 0. (17.2.1)

Let ρ : R→ R be the function

ρ(t) :=

 1
n , t ≤ 0,

1, t > 0.
(17.2.2)

For the Hermitian metric η in the statement of 17.2.3, let κη : X → R be the function

κη(x) := ρ

(
max

(ϑ,vx)∈FX×Rn
RBCη(ϑ, vx)

)
· max

(ϑ,vx)∈FX×Rn
RBCη(ϑ, vx),

where ϑ is a unitary frame (i.e., a section of the unitary frame bundle, and vx ∈ Rn).

Let us also introduce the notation

µη := max
x∈X

max
(ϑ,vx)∈FX×Rn

RBCη(ϑ, vx). (17.2.3)

1For instance, Fω can be the scalar curvature, Ricci curvature, holomorphic sectional curvature, etc.
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To establish (17.2.1), we will show that there are constants ε, c3, c4 > 0 such that∫
X

(−Ricω0)n ≥
∫
X

(nδ1κηω0 − Ricω0)n − c4ε (17.2.4)

≥ c3 − c4ε, (17.2.5)

where ε > 0 can be chosen such that c3 − c4ε > 0.

To this end, consider the twisted Wu–Yau continuity method, given by the complex Monge–

Ampère equation

(t(ω0 + δ−1
1

√
−1∂∂ψ)− Ric(ω0) +

√
−1∂∂ϕt)

n = eϕtωn0 . (17.2.6)

From the assumption of δ1–boundedness, we see that

ω0 + δ−1
1

√
−1∂∂ψ ≥ δ−1

1 η. (17.2.7)

Set ωt := t(ω0 + δ−1
1

√
−1∂∂ψ)− Ric(ω0) +

√
−1∂∂ϕt, allowing us to write (17.2.6) as

ωnt = eϕtωn0 .

From (17.2.7), the metrics ωt afford the lower bound

Ricωt ≥ −ωt + tδ−1
1 η.

Taking f to be the identity map, λ = 1, and µ = tδ−1
1 in the Chern–Lu Schwarz lemma, we

have

∆ωt log trωt(η) ≥ (−κη + t(nδ1)−1)trωt(η)− 1. (17.2.8)

Here, and throughout, we are abusing notation, and identify κη with maxx∈X κη(x). By the

maximum principle,

sup
X

trωt(η) ≤ nδ1

t− κηnδ1
. (17.2.9)

For t > nδ1µη, the estimate (17.2.9) is independent of t. As a consequence, the continuity

method admits a smooth solution for t > nδ1µη (c.f., [298, 335]). Introduce the potential

ut := ϕt + tδ−1
1 ψ. The crux of the argument is to estimate supU ut from below, and supX ut

from above. Indeed, the constant c3 in (17.2.5) is given by

c3 := lim inf
t→nδ1µη

∫
X
eutωn0 ,

where µη is defined in (17.2.3). The positivity of c3 demands ut to not be identically −∞,

while the finiteness of ut requires an upper bound on supX ut. The upper bound on supX ut

is straightforward:
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Lemma 17.2.4. For t ∈ (nδ1µη, 2nδ1µη], we have

sup
x∈X

ut(x) ≤ log(2nδ1ε+ b0)n ≤ log(c0 + b0)n, (17.2.10)

where c0 > 0 is such that Tian’s α–invariant [290] satisfies α(X, c0ω0) ≥ 2, and ε ≤ c0/(2nδ1).

Proof. Since ut = ϕt + tδ−1
1 ψ, (17.2.8) reads

eut−tδ
−1
1 ψωn0 = eϕtωn0 = (tω0 − Ricω0 +

√
−1∂∂ut)

n. (17.2.11)

Since the metric ω0 is smooth, and X is compact, there is some b0 ≥ 0 such that

Ricω0 ≥ −b0ω0. (17.2.12)

From (17.2.11), (17.2.12), and the fact that ψ ≤ 0, at the point x ∈ X where ut achieves its

maximum, we have

sup
x∈X

ut(x) ≤ sup
X

(
tδ−1

1 ψ + log
(tω0 − Ricω0 +

√
−1∂∂ut)

n

ωn0

)
≤ log(t0 + b0)n.

Since t ≤ 2nδ1µη ≤ 2nδ1ε, this proves (17.2.10).

�

We now want to estimate supU ut from below.

Lemma 17.2.5.

sup
U

ut ≥ n log(n) + log

−
∫
U
κηe

t(nδ1)−1ψ
(
ηn

ωn0

) 1
n
ωnt∫

X ω
n
t

 . (17.2.13)

Proof. Start by integrating (17.2.8) over X with respect to the volume form ωnt . By

the divergence theorem,∫
X
ωnt ≥

∫
X

(−κη + t(nδ1)−1)trωt(η)ωnt

≥
∫
U

(−κη + t(nδ1)−1)trωt(η)ωnt ≥ −
∫
U

κηtrωt(η)ωnt ,

using the fact that (−κη+t(nδ1)−1)trωt(η) > 0. By the arithmetic-geometric mean inequality,

−
∫
U

κηtrωt(η)ωnt ≥ −n
∫
U

κη

(
ηn

ωnt

) 1
n

ωnt

= −n
∫
U

κη

(
ωn0
ωnt

) 1
n
(
ηn

ωn0

) 1
n

ωnt . (17.2.14)
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Using (17.2.11) in (17.2.14), we achieve the estimate∫
X
ωnt ≥ −n

∫
U

κηe
− 1
n

(ut−tδ−1
1 ψ)

(
ηn

ωn0

) 1
n

ωnt

≥ −ne−
1
n

supU ut

∫
U

κηe
t(nδ1)−1ψ

(
ηn

ωn0

) 1
n

ωnt . (17.2.15)

Then (17.2.13) follows from (17.2.15). �

From the above lemma, it suffices to estimate

−
∫
U
κηe

t(nδ1)−1ψ
(
ηn

ωn0

) 1
n
ωnt∫

X ω
n
t

(17.2.16)

from below. The following lemma gives an estimate for the numerator:

Lemma 17.2.6. There are positive constants c1, δ2 > 0 such that

−
∫
U

κηe
t(nδ1)−1ψ

(
ηn

ωn0

) 1
n

ωnt ≥ δ2δ3

∫
U

eu
∗
tωn0 ≥

c1δ
1
n
2 δ3

n
. (17.2.17)

Proof. Let us write u∗t := ut− supX ut, so that supX u
∗
t ≤ 0. In this notation, (17.2.16)

reads

−
∫
U
κηe

t(nδ1)−1ψ
(
ηn

ωn0

) 1
n
ωnt∫

X ω
n
t

=
−
∫
U
κηe

ute−(1− 1
n)tδ−1

1 ψ
(
ηn

ωn0

) 1
n
ωn0∫

X e
ute−tδ

−1
1 ψωn0

=
−
∫
U
κηe

u∗t e−(1− 1
n)tδ−1

1 ψ
(
ηn

ωn0

) 1
n
ωn0∫

X e
u∗t e−tδ

−1
1 ψωn0

(17.2.18)

Since ψ ≤ 0, and t ∈ (nδ1µη, 2nδ1µη], we have

−
∫
U

κηe
u∗t e−(1− 1

n)tδ−1
1 ψ

(
ηn

ωn0

) 1
n

ωn0 ≥ −
∫
U

κηe
u∗t e(1−n)κηψ

(
ηn

ωn0

) 1
n

ωn0

≥ δ3

∫
U

eu
∗
t e(1−n)κηψ

(
ηn

ωn0

) 1
n

ωn0 , (17.2.19)

where the last inequality follows from the negative curvature estimate RBCη ≤ −δ3 on U.

Let

c1 := inf

{∫
U

evωn0 : v ∈ PSH(c0+b0)ω0
(X), sup

X
v = 0

}
. (17.2.20)
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Then c1 is a positive constant depending only on U and ω0. Since η has (δ1, δ2)–bounded

geometry, we have

−
∫
U

κηe
u∗t e−(n−1)µηψ

(
ηn

ωn0

) 1
n

ωn0 ≥ δ
1
n
2 δ3

n

∫
U

eu
∗
tωn0 ≥

c1δ
1
n
2 δ3

n
.

From (17.2.19) and (17.2.20), this gives the desired lower bound for the numerator in (17.2.18).

�

We now complete the estimate for lower bound on supU ut:

Lemma 17.2.7. There are constants c1, c2, δ1, δ2 > 0 such that

sup
U

ut ≥ n log(n) + log

(
c1δ2δ3

c2

)
.

Proof. For the denominator in (17.2.18), we will again use Tian’s α–invariant [290].

Indeed, first observe that, since 0 < t ≤ 2nδ1µη ≤ c0, (17.2.7) implies

c0ω0 + tδ−1
1

√
−1∂∂ψ ≥ tω0 + tδ−1

1

√
−1∂∂ψ ≥ tδ−1

1 η > 0.

In other words, tδ−1
1 ψ is c0ω0–plurisubharmonic. Hence, since c0 > 0 is chosen such that

Tian’s α–invariant satisfies α(X, c0ω0) ≥ 2, we have∫
X
eu
∗
t e−tδ

−1
1 ψωn0 ≤

∫
X
e−tδ

−1
1 ψωn0 = c−n0

∫
X
e−tδ

−1
1 ψ(c0ω0)n ≤ c2, (17.2.21)

for some constant c2 > 0 depending only on c0 and ω0. Combining (17.2.16), (17.2.18),

(17.2.17), and (17.2.21), we see that

−
∫
U
κηe

t(nδ1)−1ψ
(
ηn

ωn0

) 1
n
ωnt∫

X ω
n
t

≥ c1δ
1
n
2 δ3

nc2
. (17.2.22)

Inserting (17.2.22) into (17.2.13),

sup
U

ut ≥ n log(n) + log

c1δ
1
n
2 δ3

nc2

 .

�

We now complete the proof: Let c4 > 0 be the constant such that∫
X

n∑
k=1

(
n

k

)
(2nδ1εω0)k ∧ (−Ricω0)n−k ≤ c4ε.
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Then ∫
X

(2πc1(KX))n =

∫
X

(−Ricω0)n ≥
∫
X

(2nδ1εω0 − Ricω0)n − c4ε

≥ lim
t↘nδ1µη

(tω0 − Ricω0 +
√
−1∂∂ut)

n − c4ε

= lim
t↘nδ1µη

∫
X
eute−tδ

−1
1 ψωn0 − c4ε

≥ lim inf
t↘nδ1µη

∫
X
eutωn0 − c4ε

= c3 − c4ε.

Taking ε ≤ min

{
c3

2c4
,
c0

2nδ1

}
completes the proof. �

17.3. Further directions

The results contained in this section will appear in a joint work with Kai Tang, and Yashan

Zhang [64]. The presence of Tian’s α–invariant [290] (known to be related to the log canon-

ical threshold [87]) in the above argument is curious. It would be interesting if a hidden

algebraic phenomenon occurs (see [64] for further discussion).

Let us mention the following question which Diverio raised:

Question 17.3.1. Let (X,ω) be a compact Kähler manifold with quasi-negative holomorphic

sectional curvature. Does there always exist a Kähler metric on X with negative holomorphic

sectional curvature?

There are no known examples of Kähler metrics with quasi-negative, but not negative, holo-

morphic sectional curvature. For some time, the author has proposed to address this problem

by attempting to produce a Kazdan–Warner-type theorem for the holomorphic sectional cur-

vature:

Question 17.3.2. Let (X,ω) be a compact Kähler manifold. The holomorphic sectional cur-

vature defines a function HSCω : P(T 1,0X) −→ R. Can any smooth function f : P(T 1,0X)→
R be the holomorphic sectional curvature of a (Kähler or Hermitian) metric?
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CHAPTER 18

Remarks on the Wu–Yau Theorem

Several questions remain wide open concerning the Wu–Yau theorem. The first question is

whether the positive-analog of the Wu–Yau theorem holds. The naive positive-analog would

be the following:

18.1. Naive Positive Analog of the Wu–Yau Theorem

Let (X,ω) be a compact Hermitian manifold with cHSCω > 0. Does there exist a Hermitian

metric η with cRic
(1)
η > 0?

Hitchin’s example [169] on Hirzebruch surfaces that we discussed previously shows that

this naive positive analog of the Wu–Yau theorem is false. Analyzing Hitchin’s argument,

however, indicates what the positive analog of the Wu–Yau theorem should be. To motivate

the conjecture, let X be a compact complex surface. If ϕ : X̃ → X is the blow-up of X at a

point p ∈ X, the exceptional divisor E = ϕ−1(p) is a rational curve of self-intersection −1. In

particular, there is no Hermitian metric on X̃ with negative (Chern) holomorphic sectional

curvature. In this sense, blow-ups increase the holomorphic sectional curvature. This does

not mean that if (X,ω) is a compact complex surface with cHSCω > 0 then cHSCπ∗ω > 0.

In this direction, however, we ask the following:

Question 18.1.1. Let (X,ω) be a compact Hermitian manifold with cHSCω > 0. Let

ϕ : X̃ −→ X be a modification of X. Does X̃ support a Hermitian metric η with cHSCη > 0?

18.2. Positive Wu–Yau Conjecture

On the other hand, the positivity of the first Chern class in Hitchin’s examples was violated

by blowing up. In this sense, blow-ups decrease the first Chern–Ricci curvature. Given this

asymmetry coming from blow-ups, the natural conjectural picture for the positive analog of

the Wu–Yau theorem appears to be the following:

Conjecture 18.2.1. Let (X,ω) be a compact Hermitian manifold with cRic
(1)
ω > 0. Then

X admits a Hermitian metric η with cHSCη > 0.

Remark 18.2.2. From Yang’s theorem 12.5.6, a compact Kähler manifold with HSC > 0

is rationally connected. On the other hand, we know from 7.13.2 that Fano manifolds are
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rationally connected. We suspect that the above conjecture, at least for Kähler manifolds,

should not be too difficult to prove. Indeed, since Ricω > 0 implies that X is projective.

Hence, one can look at the curvature of the metric induced by the Fubini–Study metric on

the ambient PN .

18.3. A Question Raised by Diverio

Recall that the Wu–Yau theorem states that the existence of a (say, Kähler) metric ω of

negative holomorphic sectional curvature on a compact Kähler manifold implies that the

canonical bundle KX is ample. In particular, there is a Kähler metric ωϕ = ω +
√
−1∂∂̄ϕ

such that Ricωϕ < 0. Diverio raised the following question:

Question 18.3.1. (Diverio). Does the metric ω have to be perturbed (non-trivially) in

general? Can ϕ be taken to be ϕ ≡ 0?

This question translates to a statement about the algebraic properties of the curvature opera-

tor, and in particular, it suffices to work at a single point. The above question then translates

to whether

max
vp∈T 1,0

p X
HSCω(vp) < 0 =⇒ max

vp∈T 1,0
p X

Ricω(vp, vp) < 0. (18.3.1)

Because the question is purely algebraic, however, if (18.3.1) holds, then

min
vp∈T 1,0

p X
HSCω(vp) > 0 =⇒ min

vp∈T 1,0
p X

Ricω(vp, vp) > 0 (18.3.2)

would hold also. However, Hitchin’s examples [169] demonstrate that this is false in general.

Consequently, the perturbation ϕ within the cohomology class must be non-trivial. In a joint

work with Simone Diverio [58], the author raised the following variant of 18.3.1:

Question 18.3.2. Can one classify or produce necessary or sufficient conditions for the

perturbation in the Wu–Yau theorem to be trivial?

18.4. Wu–Yau Kähler–Einstein Metrics

The Aubin–Yau theorem asserts that on a compact Kähler manifold with a Kähler metric ω

of negative Ricci curvature, one can perturb the metric within its cohomology class to the

unique Kähler–Einstein ωKE. Hence, one starting point where one can begin to make non-

trivial progress on the above question is by considering the following much more restrictive

case:

Question 18.4.1. Let (X,ω) be a compact Kähler–Einstein manifold with Ricω = −ω. Can

one classify or produce necessary or sufficient conditions for ω to have negative holomorphic

sectional curvature?
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To facilitate the discussion of this question, the author and Diverio introduced the following

terminology [58]:

Definition 18.4.2. A compact Kähler manifold (X,ω) is said to be Wu–Yau Kähler–Einstein

if it admits a Kähler–Einstein metric with holomorphic sectional curvature having a sign.

Since the holomorphic sectional curvature and Ricci curvature both dominate the scalar

curvature, it is clear that their signs must be the same. Obvious examples of Wu–Yau–

Kähler–Einstein manifolds are space-forms. An interesting class of examples are given by

Kähler C–spaces [8]:

Proposition 18.4.3. (Alvarez–Heier–Zheng). All Kähler C-spaces admit Kähler–Einstein

metrics with positive holomorphic sectional curvature. In particular, Kähler C-spaces are

Wu–Yau–Kähler–Einstein.

18.5. Wu–Yau Kähler–Einstein Surfaces and Chern Class Inequalities

Let us now restrict to the case of surfaces, where we can obtain quite refined conditions based

on Chern class inequalities.

Corollary 18.5.1. ([99]). Let (X,ω) be a compact Kähler–Einstein surface with Ricω = −ω.

Assume the Bochner curvature tensor is of constant length. If c2 < c2
1, then X has negative

holomorphic sectional curvature.

Remark 18.5.2. The above result is not very satisfactory since we are unaware of a single

example of a compact Kähler manifold with Bochner curvature tensor of constant length.

One might hope to find non-trivial examples by looking for Kähler metrics with constant

vanishing Bochner curvature tensor. In this case, Bryant’s results [68] show that they must

be products of space forms. One can look for examples of compact Kähler manifolds with

parallel Bochner curvature tensor.

Example 18.5.3. Let X be a compact quotient of a bounded homogeneous domain. Since

the automorphism group acts transitively, the Schwarz lemma implies that any complete

Kähler–Einstein metric must be invariant under automorphisms, and therefore, α2 is con-

stant.

Theorem 18.5.4. ([99, Theorem 4.13]). Let (X,ω) be a compact Kähler–Einstein surface

with Ricω = −ω. If (X,ω) is Wu–Yau–Kähler–Einstein, then

c2(X) ≤ 3c2
1(X).

Example 18.5.5. The above theorem implies that a compact complex surface of general

type with c2− 3c2
1 > 0 is not Wu–Yau–Kähler–Einstein. In particular, the Horikawa surfaces

[172, 173, 174, 175] which realize the equality case in Noether’s inequality, are not Wu–

Yau–Kähler–Einstein.
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18.6. Further Directions

Our understanding of the Wu–Yau theorem is very small at present. To the author’s knowl-

edge, we do not have a classification of the compact complex surfaces, which are Kobayashi

hyperbolic or admit Hermitian metrics of holomorphic sectional curvature. Hence, we pose

the following problem:

Question 18.6.1. Let (X,ω) be a compact complex surface. Are there conditions on the

Chern numbers which characterize the existence of a (Kähler or Hermitian) metric of negative

(Chern) holomorphic sectional curvature?

Question 18.6.2. Classify all compact Wu–Yau–Kähler complex surfaces and all compact

Wu–Yau–Kähler–Einstein surfaces.

The role of the Kähler condition would be interesting to explore, especially in light of the

Hermitian Schwarz lemma. Hence, we also ask:

Question 18.6.3. Is there a compact Hermitian manifold that admits a Hermitian metric

of negative (Chern) holomorphic sectional curvature but does not admit a Kähler metric of

negative holomorphic sectional curvature?

The Hermitian/Kähler condition can be further explored by replacing negative Chern holo-

morphic sectional curvature with negative t–Gauduchon holomorphic sectional curvature in

the above question.



Appendix – Kodaira’s Embedding Theorem

One of the central underlying themes and motivating problems in complex geometry is to

understand how various notions of positivity for vector bundles are related. We will see that

the concepts of abundance (in the ordinary sense) and positivity (in terms of curvature, or

numerical invariants) are intimately related.

Ample Line Bundles. We start with the case of line bundles:

Definition A.1. A line bundle L→ X is said to be very ample if the sections of L furnish

a holomorphic embedding of X into some projective space. A line bundle L is said to be

ample if there is an integer m > 0 such that L⊗m is very ample.

Let us give some details on how sections of line bundles give rise to embeddings in projective

space. Let s0, ..., sk be a basis for the vector space H0(X,L). Each section sj is a map

from X to L given by sending a point x ∈ X into the fiber Lx 3 sj(x). The fibers are

one-dimensional vector spaces, and locally L|U ' U × C. So we can make sense of a map

f : X −→ Pk by defining

f(x) := (s0(x) : · · · : sk(x)) ∈ Ck+1,

at least locally. If we pick another trivializing of L, the transition functions are elements of

C∗, so the values of f differ only by a scalar multiple. Hence, so long as there are no x ∈ X
such that sj(x) = 0 for all 0 ≤ j ≤ k, we have an embedding of X into Pk.

Example A.2. (Curves). Let L→ Σ be a holomorphic line bundle over a compact Riemann

surface Σg of genus g. We define the degree of L to the image of c1(L) under the isomorphism

H2(Σg,Z) ' Z given by the orientation determined by the complex structure. From the

Chern–Weil theorem, the degree is equivalently defined as

deg(L) =

√
−1

2π

∫
Σg

Θ(L,h),

297
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where Θ(L,h) is the curvature form of a Hermitian metric h on L. If L = KΣg , the canonical

bundle of Σg, then the Gauss–Bonnet formula tells us that

deg(KΣg) = −χ(Σg) = 2g − 2.

Example A.3. The tautological bundle OPn(−1)→ Pn is a non-trivial bundle with no global

sections. Indeed, every section σ : Pn → OPn(−1) determines a a section σ : Pn → Pn×Cn+1.

It is straightforward to show (the reader may find details in [267, Corollary 1.2, §5.2, Chapter

1]) σ must be of the form σ(x) = (x, [v]) for some fixed v ∈ Cn+1. Since the fiber has the

identification OPn(−1)x ' `x, we see that v ∈ `x for all x ∈ Pn, which implies v = 0.

Definition A.4. Let E → X be a holomorphic vector bundle over a complex manifold X.

We say that E is ample if OP(E)(1) is an ample line bundle.

Remark A.5. Let us note that not every compact Kähler manifold supports an ample line

bundle. One obstruction to a compact complex manifold being projective is that there are

not enough hypersurfaces. That is, if X is a compact smooth algebraic variety, then X sup-

ports a complex subvariety of (complex) codimension one whose homology class is non-trivial.

Example A.6. Let X be the quotient of C2−{0} by powers of diag(α, α) for α > 0, i.e., X

is a diagonal Hopf surface. We see that X is homeomorphic to S3×S1. Hence, by Künneth’s

formula, b2(X) = 0. In particular, X is not Kähler (and therefore, certainly not projective),

and moreover, X does not contain any hypersurface with non-trivial homology class.

Example A.7. Let us now give an example of a non-projective Kähler manifold. Let Λ be

a lattice of rank 4 in C2, and take X = C2/Λ. Here, X is a torus, so H2(X) ' Z6. Let

(z, w) denote the holomorphic coordinates on C2. The 1–forms dz and dw are translation-

invariant, and therefore, descend to 1–forms on X. Let ω = dz ∧ dw. Suppose X admits

a complex curve Y . Then ω|Y vanishes identically and thus
∫
Y ω = 0. Let now (α1, α2),

(β1, β2), (γ1, γ2), (δ1, δ2) be a basis for the lattice Λ. For any basis of H2(X,Z), pairing with

ω yields six maximal minors of the matrix

(
α1 β1 γ1 δ1

α2 β2 γ2 δ2

)
. Since

∫
Y ω = 0, this pairing

vanishes for complex curves Y . For Λ chosen generically, however, there is no reason for any

integral combination of these minors to be zero.

Example A.8. A further obstruction is given by the algebraic dimension a(X) – the tran-

scendence degree (over C) of the field of meromorphic functions. A projective manifold has

maximal algebraic dimension a(X) = dimCX, i.e., X is Moishezon. In particular, complex
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manifolds with a(X) < dimCX will not be algebraic. A notable example of a complex man-

ifold with vanishing algebraic dimension is any complex manifold diffeomorphic to S6.

Definition A.9. Let X be a complex manifold and L→ X a line bundle. We say that L is

positive if there is a Hermitian metric h on L whose curvature form

Θ(L,h) :=
√
−1∂∂ log(h)

is positive (in the sense of (1, 1)–forms). A line bundle L → X is said to be negative if the

dual bundle L∗ → X is positive.

The Kodaira–Nakano Vanishing Theorem. From [336, p. 201]:

Theorem A.10. (Kodaira–Nakano vanishing). Let X be a compact Kähler manifold with

dimCX = n. Let L be a positive line bundle over X. Then

Hp,q(X,L) = 0

for all p+ q > n.

Kodaira’s Vanishing Theorem. Theorem A.11. (Kodaira Vanishing). Let L → X be

a positive line bundle over a compact complex manifold X. Then for any holomorphic vector

bundle E on X, there is a positive integer k0 ∈ N such that

Hq(X,L⊗k ⊗ E) = 0

for all q > 0 and all k ≥ k0.

Proposition A.12. Let L→ X be an ample line bundle over a complex manifold X. Then

L is positive.

Proof. Since L is ample, the sections of a sufficiently high multiple L⊗k of L embed X

into PN via a holomorphic map Φ : X → PN . Let ωFS denote the Fubini–Study metric on PN .

We obtain a smooth Hermitian metric h on L⊗k whose curvature form is
√
−1

2π Θ(L,h) = Φ∗ωFS.

The metric on L is given by taking the kth root of h, i.e., h
1
k , which has curvature form

√
−1

2π
Θ(L⊗k,h1/k) =

1

k
Φ∗ωFS > 0.

�
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Kodaira’s Embedding Theorem. The converse is true when X is compact Kähler or X

is Stein. This is achieved by the Kodaira embedding theorem:

Theorem A.13. (Kodaira embedding theorem). Let X be a compact complex manifold.

The following are equivalent:

(i) X is projective, i.e., there exists a holomorphic embedding f : X → PN .

(ii) There exists a Kähler form ω on X which represents an integral class, i.e., is in the

image of the morphism H2(X,Z)→ H2(X,R).

(iii) There exists a holomorphic line bundle L→ X that is positive.

Note that the only difficult part of the theorem is that (iii) =⇒ (i). Indeed, since the

restriction of the Fubini–Study metric ωFS represents an integral class, (i) =⇒ (ii). The

implication (ii) =⇒ (iii) is an immediate consequence of the Lefschetz theorem on (1, 1)–

classes. The standard proof of (iii) =⇒ (i) is by first proving the Kodaira vanishing theorem

(see, e.g., [149]). Let us exhibit the less well-known1 proof due to Donaldson [120]:

Proof. Let L → X be a positive line bundle, i.e., L is a holomorphic line bundle with

a connection ∇ whose curvature is Θ(L,h) =
√
−1ω > 0, where ω is a Kähler form on X.

Note that by taking higher tensor powers L⊗k corresponds to a scaling of the curvature by

a factor of k. This can be thought of as scaling the lengths in X by a factor of
√
k. Fix a

point p ∈ X, and consider a small ball in X centered at p. By increasing the value of k, we

increase radius R = R(k) of this ball, which can be thought of as an embedding of B(R) ⊂ Cn

into X. Moreover, if (in this ball) we write ω =
√
−1
∑n

i=1 dzi ∧ dzj for the Kähler form,

with J = JCn +O(|z|) the underlying complex structure, we can assume that the embedding

B(R) ↪→ X is an isometry. Now, over Cn, we consider the trivial line bundle endowed with a

connection whose curvature is
√
−1ω. Let σ0 denote the standard holomorphic section of this

(twisted) trivial line bundle, i.e., the holomorphic section satisfying
√
−1∂∂ log |σ0|2 =

√
−1ω.

We observe that σ0 is a Gaussian holomorphic section, in the sense that

|σ0|2 = exp

(
−1

4
|z|2
)
.

We can think of this as a “compactly supported holomorphic section”, and we use our embed-

ding to transport this holomorphic section over to X. Of course, this only defines something

in a neighborhood of the point in p (in the rescaled metric), so we introduce a cut-off function

βR and simply extend σ0 by 0, i.e., if we supress the transporting maps, we define σ1 := βRσ0.

We have to pay for the crime we’ve committed here, introducing the cut-off bumps our section

1The only reference I’m aware of is the lecture given by Donaldson here concerning the Hörmander

technique [120].



APPENDIX – KODAIRA’S EMBEDDING THEOREM 301

out of the kernle of ∂. We observe, however, the extent of the damage:

|∂σ1|2 = |(∂βR)σ0|2 ≤ |∂βR|2e−
1
4
|z|2

is mitigated by the fact that σ0 is Gaussian. We will construct σ := σ1 − η, where η is the

correction which ensures that we recover a genuine holomorphic section.

Hodge theory tells us the formula to write down, provided we know that the Hodge Laplacian

∆∂ = ∂
∗
∂ + ∂∂

∗
is invertible on Ω0,1(L⊗k). Indeed, assuming this is the case, the error term

is given by η = ∂
∗
∆−1
∂
∂σ1. Now, if η = σ1, we have gotten very far, since σ ≡ 0. The point

of this construction is to produce a non-trivial holomorphic section, so we want to show that

η is much smaller than σ1, so that σ defines a genuine non-trivial holomorphic section.

As in the standard proof of the Kodaira embedding theorem, we will now use a Bochner

formula for ∆∂ . That is, if we let ∇ denote the connection on Ω0,1(L⊗k), we can write (with

respect to the rescaled metric):

∆∂ = (∇0,1)∗∇0,1 +
1

k
Ric + 1.

Since particular, by choosing k sufficiently large, we can bound the operator norm

‖∆−1
∂
‖ ≤ 2.

Hence,

‖η‖2L2 = 〈∂∗∆−1
∂
∂σ, ∂

∗
∆−1
∂
∂σ〉L2 = 〈∆−1

∂
∂σ, ∂σ〉L2 ≤ 2‖∂σ‖2L2 = O

(
e−

k
4
|z|2
)
,

and by elliptic estimates, this is enough to achieve the L∞–estimate. �

Tian’s Extension of Kodaira’s Embedding Theorem. Remark A.14. Recall that

Nash’s embedding theorem states that every Riemannian manifold (M, g) supports an iso-

metric embedding into some Euclidean space Rn. This is a substantial strengthening of the

Whitney embedding theorem, which gives no control on the metric. We have seen that the

Whitney embedding theorem certainly fails in the complex category: no compact complex

manifold, for instance, holomorphic embeds into Cn. In fact, those which do support such

embeddings form the important class of Stein manifolds. The Kodaira embedding theorem

states that any Stein manifold or compact Kähler manifold with a positive line bundle sup-

ports an embedding into some PN . In a sense, this an algebro-geometric and complex-analytic

analog of the Whitney embedding theorem. One can therefore ask the daring question of

whether such an embedding is also an isometry. Taken literally, the answer is certainly no.

Indeed, there is no complex curve in Pn for which the induced metric has constant negative

curvature. If one affords some flexibility, then we have the following beautiful theorem ob-

tained by Tian [289, Theorem A]:
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Theorem A.15. (Tian). Let (X,ω) be a polarized algebraic manifold with polarization

L→ X. Define the Bergman metric ωk := 1
kΦ∗kωFS. Then

max
X

{
‖ωk − ω‖ω, ‖∇ωk −∇ω‖ω, ‖∇2ωk −∇2ω‖ω, ‖Rm(ωk)− Rm(ω)‖ω

}
= O

(
1√
k

)
,

where ∇ is the covariant derivative with respect to ω, Rm denotes the curvature tensor, and

O(1/
√
k) means a constant bounded by C/

√
k with C depending only on the metric ω.

Remark A.16. This theorem implies that ωk converges to ω in the C2–topology on the space

Sym2(X) of all symmetric covariant 2–tensors. This was later improved to C∞–convergence

by Zelditch [334, Corollary 3], which was conjectured by Tian in [289, p. 100].

Remark A.17. Kodaira’s theorem tells you that for sufficiently large k, the map Φk = Φ|L⊗k|
gives you an embedding for any choice of basis of holomorphic sections of L⊗k. If you pull

back the cohomology class of the Fubini–Study metric and multiply by 1
k , you get c1(L).

Kodaira’s theorem says nothing about the pullback of the metric itself. To get a well-defined

metric via an embedding, one must specify the basis (up to an action of the unitary group).

To recover the original metric you started with, you use an L2–orthonormal basis of sections

for each k, pullback the metric, rescale by 1
k and then take a limit as k →∞.

Kodaira’s Projectivity Criterion. Corollary A.18. Let X be a compact Kähler mani-

fold such that H2(X,OX) = 0. Then X is projective.

Remark A.19. It is common to refer to the above h2,0 = 0 as the Kodaira projectivity

criterion. Observe that the vanishing of h2,0 = 0 not enough if X is not compact Kähler.

Indeed, consider a compact complex surface with universal cover C2\{0}. For instance,

quotient C2\{0} by the infinite cyclic group generated by the homothety

(z1, z2) 7→
(

1

2
z1,

1

2
z2

)
.

The resulting compact complex surface H = (C2\{0})/ ∼ is diffeomorphic to S1 × S3. It

therefore violates the Betti number criterion for supporting a Kähler metric. Since b2(H) = 0,

however, h2,0 = 0.
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[238] Özaydin, M., Walschap, G., Vector bundles with no soul, Proc. Amer. Math. Soc. 120 (1994), pp.

565–567. [Cited on page 139.]

[239] Petersen, P., Riemannian Geometry, 3rd edn, Graduate Texts in Mathematics, 171 (Springer, Cham,

2016). [Cited on pages ix, 134, and 138.]

[240] Petersen, P., Wink, M., New curvature conditions for the Bochner technique, Invent. Math. 224 (2021),

33–54. [Cited on pages 202 and 205.]

[241] Petersen, P., Wink, M., Vanishing and estimation results for Hodge numbers, J. reine angew. Math.

2021 (2021), 197–219. [Cited on pages 202 and 205.]

[242] Petersen, P., Wink, M., The Bochner technique and weighted curvatures. SIGMA Symmetry Integra-

bility Geom. Methods Appl. 16 (2020), Paper No. 064, 10 pp [Cited on pages 202 and 205.]

[243] Petersen, P., Wink, M., Tachibana-type theorems and special holonomy. Ann. Global Anal. Geom. 61

(2022), no. 4, 847–868 [Cited on pages 202 and 205.]

[244] Phong, D. H., Sesum, N., Sturm, J., Multiplier ideal sheaves and the Kähler–Ricci flow. Comm. Anal.

Geom. 15 (2007), no. 3, 613–632. [Cited on page 274.]
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[261] Serre, J.-P., Faisceaux algébriques cohérents. (French) Ann. of Math. (2) 61 (1955), 197–278 [Cited on

page 68.]

[262] Seshadri, H., Manifolds with nonnegative isotropic curvature, Comm. Ananl. Geom., 17 (2009), pp.

621–635. [Cited on page 202.]

[263] Seshadri, H., Negative sectional curvature and the product complex structure. Math. Res. Lett. 13

(2006), no. 2-3, 495–500 [Cited on pages 197 and 222.]

[264] Seshadri, H., Zheng, F., Complex product manifolds cannot be negatively curved. Asian J. Math. 12

(2008), no. 1, 145–149 [Cited on page 197.]

[265] Sha, J.-P., Yang, D., Sha, J.-P., Yang, D.-G., Examples of manifolds of positive Ricci curvature, J. Diff.

Geom., 29, (1989), pp. 95–103. [Cited on page 141.]

[266] Shabat, B. V., Introduction to Complex Analysis – Part II – Functions of Several Variables, American

Mathematical Society, (1992). [Cited on pages 35, 36, 38, 52, and 83.]

[267] Shafarevich, I. R., Basic Algebraic Geometry 1, Varieties in Projective Space, Springer-Verlag Berlin

Heidelberg 2013 [Cited on page 298.]

[268] Singer, I. M., Thorpe, J. A., Lecture notes on elementary topology and geometry, Scott, Foresman and

Company. [Cited on page ix.]



316 BIBLIOGRAPHY

[269] Siu, Y.-T., Every K3 surface is Kähler. Invent. Math. 73 (1983), no. 1, 139–150. [Cited on pages 120

and 123.]

[270] Siu, Y.-T., Yang, P., Compact Kähler–Einstein surface of nonpositive bisectional curvature, Invent.

Math. 64 (1981), pp. 471–487. [Cited on page 196.]

[271] Siu, Y.-T., Yau, S.-T., Compact Kähler manifolds of positive bisectional curvature. Invent. Math. 59

(1980), no. 2, 189–204. [Cited on page 199.]

[272] Song, J., Weinkove, B., An introduction to the Kähler-Ricci flow. An introduction to the Kähler-Ricci

flow, 89–188, Lecture Notes in Math., 2086, Springer, Cham, 2013 [Cited on page ix.]

[273] Stallings, J. R., The piecewise-linear structure of Euclidean space, Proceedings of the Cambridge Philo-

sophical Society 58: 481–488 (1962) [Cited on page 6.]

[274] Streets, J., Pluriclosed flow and the geometrization of complex surfaces. Geometric analysis – in honor

of Gang Tian’s 60th birthday, 471–510, Progr. Math., 333, Birkhäuser, Springer, Cham, 2020. [Cited on
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